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Transport Models
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Thomas FEUDEL†††, and Wolfgang FICHTNER†, Nonmembers

SUMMARY RF noise in quarter-micron nMOSFETs is anal-
ysed on the device level based on Shockley’s impedance field
method. The impact of different transport models and physical
parameters is discussed in detail. Well-calibrated drift-diffusion
and energy-balance models give very similar results for noise
current spectral densities and noise figures. We show by nu-
merical simulations with the general-purpose device simulator
DESSIS−ISE that the hot-electron effect on RF noise is unim-
portant under normal operating conditions and that thermal
substrate noise is dominant below 0.5GHz. The contribution
of energy-current fluctuations to the terminal noise is found to
be negligible. Application of noise sources generated in bulk full-
band Monte Carlo simulations changes the noise figures consid-
erably, which underlines the importance of proper noise source
models for far-from-equilibrium conditions.
key words: device simulation, RF noise, impedance field
method, Langevin equation

1. Introduction

The reliability and functionality of modern semiconduc-
tor devices is, to a certain extent, determined by the
statistical fluctuations of the charge carriers. In many
analog applications the noise behavior is the main con-
cern for the designer. In contrast to noise analyzing
methods on the circuit level, physics-based methods al-
low to localize the major noise sources within the device
and to determine their importance for the measurable
terminal noise performance, supporting the determina-
tion of crucial device parameters.

In recent years increasing effort has been devoted
to the numerical simulation of noise in physics-based
device simulators. In most cases the noise simulation is
founded on Shockley’s impedance field method (IFM)
[1] and its variations and generalizations. The so called
adjoint impedance field method (AIFM) (e.g. [2]) is lim-
ited to one-carrier, passive devices due to the assumed
symmetry of the transfer function of the fluctuations to
the device terminals, thereby unable to distinguish ma-
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jority and minority carrier noise contributions. Bonani
et al. [3] reported a numerically efficient Green function
approach to the Langevin equation based simulation of
the impedance field method, a variation of the direct
impedance field method (DIFM). Another generaliza-
tion of the IFM is the transfer impedance field method
(TIFM) developed by Van Vliet et al. in [4] (see also
[5]). Very recently, RF noise sources were derived from
bulk Monte Carlo simulations [6].

The paper is structured as follows. Section 2 gives
a brief review of the direct impedance field method, the
RF noise sources, and the transport equations. The dc
calibration with details of the applied physical models
and parameters are presented in Sect. 3. The noise sim-
ulations are described in Sect. 4, including subsections
on hot electron effects, thermal hole noise in the sub-
strate, and the comparison of basic noise quantities sim-
ulated in the drift-diffusion (DD) and energy-balance
(EB) transport models. Here, we also use noise sources
generated by bulk full-band Monte Carlo (FBMC) sim-
ulations of the autocorrelation function of velocity fluc-
tuations for comparison. Finally, the results are sum-
marized and discussed in the Conclusions.

2. Direct Impedance Field Method

The noise analysis is based on the Langevin equation
using a Green function approach as described in [3].
This technique allows the modeling of small-signal per-
turbations of the underlying transport model and to
compute the voltage fluctuations at the terminals in
terms of correlation spectra due to the local microscopic
noise sources in the device. In the Langevin approach
the phenomenogical PDEs F (D,u) = 0 describing the
physical system are perturbed by small excitations, ran-
dom forces or “Langevin forces” s, and take the form

L(D,u0)δu = s (1)

after linearization and under the assumption of small
perturbations, where u0 is a solution of the unperturbed
system. With the Green function G of Eq. (1) which
satisfies L(D,u0)G(r, r1; t, t1) = δ(t − t1)δ(r − r1), the
solution δu can formally be written as

δu(r, t) =
∫
Ω

∫ t

−∞
G(r, r1; t, t1) s(r1, t1) dt1dr1 .
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For time invariant Green functions, i.e. if G(r, r1; t, t1)
= G(r, r1; t − t1, 0), a frequency domain analysis be-
comes possible, and Fourier transformation implies

δu(r, ω) =
∫
Ω

G(r, r1;ω) s(r1, ω) dr1. (2)

This approach is applied to the perturbed EB
transport model where u = (ψ, n, p, Tn, Tp). We use
the formulation proposed by Bløtekjær [7], which is
one of the options in the general-purpose device sim-
ulator DESSIS−ISE [8]. If the expressions for current
and energy-current densities are inserted into the con-
servation equations of this transport model, the vector
of the Langevin sources s in Eq. (1) becomes

s=




0
ξn+∇ · ξ

jn
ξp −∇ · ξ

jp

ξwn
−∇ · ξ

Sn
+∇ ·

(
5
2
kBTn

q ξ
jn

)
− q∇ψ · ξ

jn

ξwp
−∇ · ξ

Sp
−∇ ·

(
5
2
kBTp

q ξ
jp

)
− q∇ψ · ξ

jp



.

(3)

For simplicity, we neglect generation-recombination
completely, i.e. ξn = ξp = ξwn

= ξwp
= 0. Inserting

Eq. (3) into Eq. (2), integrating by parts with the b.c.
that the normal component of the fluctuating currents
is zero on the domain boundary and introducing vector
Green functions Gβ

α(r, r1;ω) = ∇r1G
β
α(r, r1;ω), Eq. (2)

can be written as

δuβ(r, ω) =
∑
α=n,p

∫
Ω

dr1

{
Γβα(r, r1;ω) · ξjα+

+ Gβ
wα

(r, r1;ω) · ξSα

}
(4)

with the abbreviation

Γβα = (−1)δαn

[
Gβ
α +Gβ

wα

5
2
kBTα

q

]
−Gβ

wα
q∇ψ.

(5)

The superscript at the Green functions denotes the fluc-
tuating variable, whereas the subscript labels the equa-
tion of the transport model. Under the assumption
of spatially independent noise sources the noise voltage
correlation spectra result in

Sψ,ψ(r, r′;ω) =
∑

α,β=n,p

∫
Ω

dr1

·
[
Γψα(r, r1;ω)Kjα,jβ

(r1;ω)Γ
ψ∗
β (r′, r1;ω)

+ Γψα(r, r1;ω)Kjα,Sβ
(r1;ω)Gψ∗

wβ
(r′, r1;ω)

+Gψ
wα

(r, r1;ω)KSα,jβ
(r1;ω)Γ

ψ∗
β (r′, r1;ω)

+Gψ
wα

(r, r1;ω)KSα,Sβ
(r1;ω)Gψ∗

wβ
(r′, r1;ω)

]
,

(6)

where K are the local flux noise sources, e.g.

K
jα,Sβ

(r1;ω) δ (r1 − r′1) = 2 ξ
jα

ξ∗
Sβ

. (7)

Only components of the matrix-valued Green function
with superscript ψ are needed, thus we omit this super-
script in the following.

From Eq. (6) we obtain the auto-correlation spec-
trum ScV (ω) for a contact c at location r using r = r′

and the cross-correlation spectrum Scc
′

V (ω) for contact
c at r and a second contact c′ at r′. It has been shown
that the Green function approach for the Langevin
equation is equivalent to Shockley’s Impedance Field
Method [9].

The main problem is to find proper analytical ex-
pressions for the flux noise sources (Eq. (7)). Since
electron-hole scattering is negligible in MOSFETs, we
have K

jα,jβ
= K

jα,jα
δαβ etc. It has been shown by

the Chapman-Enskog method applied to the homoge-
neous Boltzmann equation with constant electric field
[10], that

Kjn,jn;lm(r1; 0) = 4q2n(r1)Dn(r1) δlm (8)
Kjp,jp;lm(r1; 0) = 4q2p(r1)Dp(r1) δlm (9)

if electron-electron collisions are neglected. In the
simulation with DESSIS−ISE [8] the conductivity con-
tains the mobility, the choice of which depends on
the transport model used (DD or EB). Parameters
that affect the dependence on normal and longitu-
dinal electric field or on carrier temperature in the
EB case, were carefully calibrated for a best fit be-
tween simulated and measured transfer characteristics.
We use Eqs. (8) and (9) and replace e.g. for electrons
Dn(r1) → kBTL µn(E‖, E⊥)/q in the DD case and
Dn(r1) → kBTn µn(Tn, E⊥)/q in the EB case, where
Tn is the local electron temperature of the EB model.

For comparison we computed the autocorrelation
function of velocity fluctuations by bulk FBMC simu-
lations for 〈110〉 silicon at 300K and stored the results
as function of field, density, and doping concentration.
Details of the scattering model can be found in Ref. [12].
Since we assume that δjn = qnδvn, instead of Eq. (8)
the electron diffusion noise source is then given by

Kjn,jn;l =
4
n

∫ ∞

0

dt
〈
δjln(0) δj

l
n(t)

〉
, (10)

where l = (‖ ,⊥) denotes the component either parallel
or perpendicular to the field vector and 〈...〉 is the en-
semble average. In Sect. 4 we will use the noise source
Eq. (10) together with the vector Green functions from
the DD simulations to arrive at noise figures which can
be directly compared with those from the conventional
DD noise simulation. Although Eq. (10) is superior to
noise sources based on the Einstein relation, it has to
be pointed out that the bulk FBMC results can be ap-
plied to a MOSFET channel at the utmost in the sub-
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threshold regime, but not in the on-state, where chan-
nel effects like surface-roughness scattering determine
the resistance. Furthermore, if the FBMC noise source
is interpreted as function of the local electric field in
the device, the assumption that the field vector is par-
allel to 〈110〉 is only fulfilled in the drain junction near
the interface. Hence, using Eq. (10) will serve mainly
to demonstrate, how much the simulated noise figure
depends on the form of the noise source.

An expression for KSα,Sα
(r1; 0) valid for an

isotropic fluid at thermodynamic equilibrium was de-
rived by Bixon and Zwanzig [13] by using the first
Chapman-Enskog approximation:

KSα,Sα;lm(r1; 0) = 2kBT
2
L κα δlm (α = n, p). (11)

The cross source Kjα,Sα
is zero for an isotropic fluid

[14]. In the EB simulations we use

KSα,Sα;lm(r1;ω) = 2kBT
2
α κα δlm (α = n, p) (12)

with the thermal conductivities κα expressed by the
Wiedemann-Franz law, i.e. containing the mobility
µα(Tα, E⊥). The cross correlation functions are ne-
glected in accordance with the isotropic transport
model used in the simulation.

3. DC Simulation

The noise analysis with DESSIS−ISE [8] is performed
both in the DD and the EB transport model. A careful
dc calibration resulted in an almost perfect agreement
of the corresponding Ids − Vgs-characteristics as shown
in Fig. 1. Carrier-temperature driven impact ioniza-
tion and high-field saturation [15] with default param-
eters were used in the EB scheme. Energy relaxation
times were chosen as τe,n = 0.3 ps and τe,p = 0.2 ps.
A parameter in the channel mobility model of Lom-
bardi [16] which describes acoustic phonon scattering

Fig. 1 Simulated Ids−Vgs-characteristics of a 0.25µm nMOS-
FET in the drift-diffusion (solid) and energy-balance transport
model (dashed) in comparison with experimental data (symbols).
Bias: Vds = 2.5V.

was increased by one order of magnitude compared to
the default value. For the drift-diffusion simulations,
field-driven velocity saturation was applied using the
Caughey/Thomas model [17] with default parameters.

Despite almost identical Ids − Vgs-curves which
can always be achieved by changing parameters in the
above-mentioned physical models, the internal field and
density profiles along and perpendicular to the channel
differ considerably (Fig. 2 and Fig. 3). These differences
are, besides the different noise sources, the cause of dif-
ferences in the simulated noise quantities.

4. Noise Simulations

In the noise simulations with DESSIS−ISE [8] all elec-
trodes except drain and gate were always kept short-cut
to ac-ground. The drain and gate terminals were always
kept ac-open-circuited to enable the extraction of the

Fig. 2 Electron density (left) and absolute value of electric field
(right) along the channel 1 nm below the Si-SiO2 interface. Bias:
Vds = 2.5V, Vgs = 1.5V.

Fig. 3 Electron density (left) and electron temperature (right)
perpendicular to the channel in the middle of the device. Bias:
Vds = 2.5V, Vgs = 1.5V.
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Fig. 4 Square modulus of the electron vector Green function
along the channel of the 0.25µm nMOSFET 1nm below the Si-
SiO2 interface in the drift-diffusion (solid) and energy-balance
transport model (dashed) for different Vgs. Bias: Vds = 2.5V,
frequency: f = 4GHz.

noise voltage spectra. Together with the Y-parameters,
this is sufficient to compute all noise charateristics of
the device.

In order to check the validity of the noise im-
plementation, we computed the noise current spec-
tral density by means of the Nyquist theorem SdI =
4kBT Re(Y22) using Y22 from the ac analysis and com-
pared it with the result of the DIFM. The agreement
was excellent both in the DD as well as in the EB
case (relative error at Vds = 0V, Vgs = 1.5V was
0.1% for DD and 1% for EB!). Figure 4 shows a
comparison of the square modulus of the vector Green
functions Gn(rdrain, r; f = 4GHz) in the DD case and
Γn(rdrain, r; f = 4GHz) in the EB case along the chan-
nel at Vds = 2.5V and two values of Vgs: 0.55V (sub-
threshold) and 1.8V (on-state). One observes higher
maximum values of the vector Green function in the
DD case, more pronounced in the on-state. The po-
sition of the maxima shifts from the left part of the
channel towards the center as the gate voltage is in-
creased. The values of the maxima drop by almost two
orders. Both effects are related to the change of the
resistivity in the channel.

4.1 Hot Electron Effects on RF Noise

Figure 5 shows a direct comparison of the spatial dis-
tributions of electron temperature and local drain noise
voltage spectral density in the 0.25µm nMOSFET. The
latter quantity is defined by the integrand in Eq. (6).
The RF diffusion noise is concentrated in the central
part of the channel (see Fig. 5, right part), i.e. in the
region of maximum resistance, mainly due to the sharp
maximum of the vector Green function there as pointed
out above, but not in the hot carrier region of the chan-

Fig. 5 Spatial distribution of the electron temperature (left)
and the local RF drain noise voltage spectral density at f =
10GHz (right) in the 0.25µm nMOSFET. Bias: Vds = 2.5V,
Vgs = 1.5V.

Fig. 6 Spatial distribution of the drain noise voltage spectral
density (left) and the electron diffusion noise source (right) at
f = 4GHz along the channel of the 0.25µm nMOSFET 1nm
below the Si-SiO2 interface. DD (solid), EB (dashed), and EB
with Tn → TL in the noise source (dot-dashed). Bias: Vds =
2.5V, Vgs = 1.8V.

nel (i.e. not at the drain junction). The profiles of diffu-
sion noise source and drain noise voltage spectral den-
sity along the channel in Fig. 6 prove that hot carriers
have a strong effect only in the “hot spot.” Here, the
maximum electron temperature is about 20 times the
lattice temperature at the given bias, which increases
the “hot” noise source (with electron temperature in-
stead of lattice temperature) by a factor of 20 compared
to an isothermal noise source with T = 300K. A certain
amount of carrier heating also occurs in the central part
of the channel (compare Fig. 3), because even there the
longitudinal field exceeds 105V/cm. This leads to an
increase of the maximum noise voltage spectral den-
sity by a factor of 2–3. Thus, the hot carrier effect
under normal operating conditions is rather moderate
due to the effective spatial separation between peak
of the vector Green function and region of maximum
electron temperature. Note, that vector Green func-
tion and electron density are very small in the region
of hottest electrons (the brightest region 150 nm below
the surface at the drain junction in Fig. 5, left part).
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We now discuss the contribution of the energy-flux
fluctuations to the total diffusion noise (last term in
Eq. (6) with the noise source Eq. (12)). Figure 7 com-
pares |Gwn

|2 with |Gn|2 along the channel at Vds =
2.5V and f = 4GHz. The former has sharp central
minima at the peak positions of the latter, caused by
a change of sign of the x-component of Re(Gwn

) and
Im(Gwn

). The comparison of the noise sources in Fig. 8
shows that significant contributions from the energy-
current fluctuations are restricted to the hot spot (due
to the T 2

n-proportionality). But even here, the resulting
drain noise voltage density is still slightly smaller than
the noise density induced by current fluctuations. Since
the hot spot does not dominate the terminal noise, it is

Fig. 7 Comparison of the square modulus of the electron
vector Green functions Gwn

(rdrain, r; f = 4GHz) (solid) and
Gn(rdrain, r; f = 4GHz) (dashed) along the channel of the
0.25µm nMOSFET 1nm below the Si-SiO2 interface for different
Vgs. Bias: Vds = 2.5V, frequency: f = 4GHz.

Fig. 8 Profiles of the drain noise voltage spectral densities
(left) and electron diffusion noise sources (right) for energy-
current fluctuations (solid) and current fluctuations (dashed) at
f = 4GHz along the channel of the 0.25µm nMOSFET 1nm
below the Si-SiO2 interface. Bias: Vds = 2.5V, Vgs = 1.8V.

already clear from the noise density profiles in Fig. 8
that the relative contribution of energy-flux fluctua-
tions remains negligibly small. Although this conclu-
sion is based on an expression for the noise source which
is strictly valid only in equilibrium (Eq. (12)) and which
uses the Wiedemann-Franz law for the thermal conduc-
tivity, it should hold generally under normal operating
conditions of the MOSFET.

4.2 Substrate Effect on Drain Noise Voltage Spectrum

If the substrate thickness of 0.5µm used in our simu-
lations is increased to 18µm, thermal hole noise dom-
inates SV (and SI) at frequencies below 5 × 108Hz.
Although in the substrate both the vector Green func-
tion and the noise source are smaller by roughly two
orders of magnitude when compared to the correspond-
ing peak values in the channel, due to the large vol-
ume of the 18µm thick bulk region the effect accumu-
lates and yields a dominant contribution to the total
drain noise voltage spectral density (Fig. 9). The shoul-
der at 108 Hz is related to a corresponding shoulder of
Re(Y 22). Probably the resulting substrate resistance
determines a RC time constant responsible for the ef-
fect.

In RF noise measurements it is common practice to
subtract the substrate as a “pad effect” when measuring
NF50 or NFmin, which could explain why the shoulder
at about 108Hz has never been measured (though visi-
ble in the simulation results of Ref. [19], too). However,
under normal operating conditions thermal hole noise
is present and cannot be ignored.

Fig. 9 Drain noise voltage spectral density of the 0.25µm
nMOSFET in the DD model at Vds = 2.5V and Vgs = 1.5V
with substrate of 18µm (solid) and 0.5µm thickness (dashed).
The arrow indicates the corresponding drop of the hole diffusion
noise contribution. The low-frequency increase of Sd

V is due to
flicker noise included in the simulation.
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Fig. 10 Simulated noise current spectral densities Sg
I , Sd

I ,

Re(Sdg
I ), and |Im(Sdg

I )| of the 0.25µm nMOSFET in the drift-
diffusion (no symbols) and energy-balance transport model (cir-
cles). Bias: Vds = 2.5V, Vgs = 1.8V.

4.3 Current Noise Spectra, NF50 and NFmin of
0.25µm nMOSFET

The noise current spectra are given by SI = Ŷ SV Ŷ H ,
where Ŷ is the admittance matrix of the two-port. The
noisy input admittance YS at the input (gate) has a
current noise spectrum SSI = 4kBTRe(YS) and is, there-
fore, complemented by the input current noise source
iS. Simulation results of the current noise spectral den-
sities are compared in Fig. 10 for the two transport
models. The dominant drain current noise is slightly
larger in the EB model. The same holds for the gate
current noise, whereas the cross spectra are slightly
larger in the DD model. However, the striking feature is
the overall close agreement between DD and EB results.
As shown above, hot electron effects are unimportant,
but the maximum of the EB noise source is 2–3 times
larger than for DD. Obviously, this is compensated by
the smaller vector Green function (compare Figs. 4 and
6).

The noise figure NF can be derived as

NF = 1 +
1
SS
I

(
S11
I + |α|2S22

I − 2Re
(
αS21

I

))
(13)

with α = (YS + Y11)/Y21. It has exactly one minimum
for positive real part Re(YS) of the input admittance.
The simulated NF50 according to Eq. (13) for the DD
and EB transport models are shown in Fig. 11. As for
the noise current spectra, both transport models give
similar results. They feature a decreasing behavior with
respect to the gate voltage. The DD simulation in ad-
dition shows a saturation effect for large Vgs. The limit
of thermal noise according to the Nyquist law is shown
as bold dashed curve (computed with the correspond-
ing Y-parameters from the ac simulation). Figure 12

Fig. 11 Simulated NF50 of the 0.25µm nMOSFET at Vds =
2.5V. Gate voltages are given in the legend. Top: drift-diffusion
model, bottom: energy-balance model.

demonstrates the contribution of energy-current fluc-
tuations to the total noise figure NF50. As already
stated in Sect. 4, these contributions are negligible for
all Vgs and reasonable drain voltages.

In Fig. 13 we replaced the noise source based on the
Einstein relation by the bulk FBMC generated noise
source Eq. (10). The Green functions and all ac quanti-
ties were adopted from the DD simulation. If the local
electric field in the device is used for the parametriza-
tion of the noise source (open symbols), NF50 increases
drastically for all Vgs. As already discussed in Sect. 2,
a bulk noise source cannot be expected to describe a
MOSFET in the on-state, since the resistance is dom-
inated by channel effects. If the noise source is taken
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Fig. 12 Simulated total NF50 (solid curves) and NF50 with-
out energy-current noise source (dashed curves) of the 0.25µm
nMOSFET at Vds = 2.5V for two gate voltages.

Fig. 13 Simulated NF50 of the 0.25µm nMOSFET at Vds =
2.5V. Gate voltages are given in the legend. Open symbols: DD
with noise source from bulk FBMC as function of electric field,
filled symbols: DD with noise source from bulk FBMC as function
of gradient Quasi Fermi.

as function of the local gradient Quasi Fermi in the de-
vice (filled symbols), an upward shift of all curves by
2.5 dB compared to Fig. 11 is observed. These results
clearly demonstrate that the correct form of the non-
equilibrium noise source is crucial for the simulation of
the noise figure.

5. Conclusions

Simulation of noise on the device level remains chal-
lenging from a physical point of view (non-equilibrium
noise sources) but also from a numerical point of view
(discretization of the vector Green functions, mesh re-
finement, robustness). We compared RF noise simula-
tions of a quarter-micron nMOSFET based on the DD
and the EB transport model, respectively. It could be
shown that a shoulder in the noise spectrum at about
108Hz is due to thermal noise of holes in the sub-
strate. This shoulder disappears for sufficiently small
substrate resistance (very thin substrate in the simula-
tion). We also demonstrated that the carrier heating
in the hot spot near the drain has only little effect on
the RF noise, because this region is spatially separated
from the mainly contributing central part of the chan-
nel. Hence, the “hot-carrier effect” just amounts in the
warm-up of electrons in the latter part and in the cor-
responding increase of the local noise source there. We
showed that the contribution of energy-current fluctu-
ations to the noise figure is negligibly small under nor-
mal operating conditions. The use of non-equilibrium
noise sources generated by bulk FBMC, instead of ex-
pressions based on the Einstein relation, improves the
situation only in the sub-threshold regime, where the
MOSFET shows sufficient bulk-like behavior. In the
on-state, surface scattering determines the resistance
and hence the noise figure. Here, diffusion noise is
closer to thermal noise (Nyquist theorem) than in the
subthreshold regime, and the Einstein relation might
be a more useful concept.

For a better modeling of diffusion noise sources in
MOSFETs the generation of lookup tables with FBMC
including surface scattering seems to be inevitable. On
the other hand, for a comparison with measured (de-
embedded) noise data it is not sufficient to consider the
intrinsic MOSFET alone, since parasitics not covered
by the simulation domain of the intrinsic device are
not negligible. Quantities like NF50 and NFmin are
sensitive to the Y-parameters. Therefore, a more ac-
curate modeling of the actual measurement equivalent
circuit might be necessary for a reasonable comparison
between simulation and experiment.
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