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High-temperature charge transport across an oxide-nitride-oxide sandwich of erasable 
programmable read only memories is mainly governed by the oxide conductivity as experimentally 
determined. lt was verified in the examined devices that charge loss is not due to mobile ions. Since 
hole injection from the control gate into the nitride can be blocked by .a 70-A-thick top oxide we 
conjecture that charge loss is due to leakage of electrons; howe\'er, the observed leakage current is 
too large to be explained by pure electrode-limited charge transport (Richardson emission and direct 
tunneling). lt was also verified that field gain on asperities and along edges cannot increase the 
charge loss current to the required range. Numerical evaluation of trap tunneling and resonant 
tunneling indicated that both mechanisms are weakly temperature dependent while charge loss has 
a typical activation energy of 1.2 eV in the range of 250-350 °C. Consequently, a 
multiphonon-assisted tunneling mechanism is proposed where electrons stored on the fioating gate 
tunnel to oxide traps, then are emitted into the nitride. Tue coupling of the trap level to oxide 
phonons results in virtual energy levels in the oxide which allow for more effective transition paths. 
As a consequence of the electron-phonon coupling, the emission occurs close to the oxide 
conduction-band edge at temperatures between 250 and 350 °C, producing a strong temperature 
dependence for the mechanism. © 1995 American Institute of Physics. 

1. INTRODUCTION 

An erasable programmable read only memory (EPROM) 
cell consists of one fl.oating gate transistor. During program­
ming hot electrons are injected from the channel into the 
floating gate. They can be removed by UV light. Any change 
of the charge distribution between substrate and control gate 
leads to a change of the threshold voltage. Under normal 
operating conditions, a data retention time of 10 years is 
usually specified by the manufacturer and expected by the 
user. "Long term charge loss" labels the charge loss after 
steady state has been reached until the moment where the 
cell fails. This period of pennanently decreasing threshold 
voltage determines the reliability of the memory device, be­
sides the occurrence of conventional failures in integrated 
circuits. Tue floating gate is surrounded by the following 
dielectrics: the gate oxide between the floating gate and the 
substrate, the interpoly dielectric between fl.oating gate and 
control gate, and the field oxide or the chemical-vapor­
deposition (CVD) oxide between fl.oating gates and adjacent 
cells. Tue interpoly dielectric is either an oxide film, or in 
recent technologies, an oxide-nitride-oxide (ONO) sandwich. 

Tue fioating gate charge can be determined either by a 
search algorithm for the threshold voltage of the fl.oating gate 
transistor or by measuring the drain-source current at speci­
fied control gate-to-source and drain-to-source voltages. We 
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used the second method which is a very accurate and quick 
way to measure many transistors. Tue actual threshold volt­
age can be easily determined from the measured drain-source 
current. High temperatures or high electric fields must be 
used to accelerate the charge loss. In our work, high tempera­
tures have been chosen to measure the data retention charac­
teristic. Tue electric field across the dielectrics is determined 
by the voltage applied to the control gate and by the fl.oating 
gate charge, which is a function of stress time. During the 
bake no voltage was applied to the control gate; thus, the 
electric field across the dielectrics was the same as during 
normal standby operation. 

Tue current density across the dielectric surrounding the 
fioating gate is in the range of 10- 14 to 10- 11 A cm ~ 2 for 
fields from 0.7 to 2 MV cm- 1 at temperatures between 250 
and 350 °C. This current is by far too large to be explained 
by pure electrode-limited charge transport, as shown in Fig. 
1. There, the theoretical electrode-limited current is com­
pared against the current density from the charge loss experi­
ment at 300 °C and from high-field l-V measurements at 
25 °C. Fowler-Nordheim tunneling1

•
2 for high electric fields 

and Richardson emission3 for low fields and high tempera­
tures have been assumed. We have also verified numerically 
and with the help of conform transformation that field gain 
on asperities and along edges cannot increase the charge loss 
current to the mentioned range. 

Tue following data loss mechanisms have been previ­
ously identified. 
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FIG. 1. Current density vs electric field: electrode-limited current (solid 
Iines), charge lass, and /-V measurements (dots). 

(1) Defects in the interpoly dielectric or gate oxide of 
EPROM cells leading to electronic leakage which result in 
charge loss or charge gain on the floating gate: Tue affected 
cells are generally randomly located in the memory array.4

•
5 

(2) Ionic contamination can compensate the stored 
charge in EPROM cells. Positively charged ions move in the 
electric field that is generated by the negative charge on the 
floating gate. If the cells are erased, the ions can move due to 
their concentration gradient and cause charge gain. The fail­
ing cells form regions which generally increase in magnitude 
as function of the bake time.4

•
6

•
7 

(3) During UV erasing of EPROM cells some of the 
electrons that were stored on the floating gate can be trapped 
in the interpoly dielectric or in the gate oxide. After the re­
programming of the cells and a second bake the release of 
electrons, previously trapped during UV erasing, results in a 
threshold voltage decrease just like charge loss due to elec­
trons stored on the floating gate. Tue charge loss would stop 
when the traps were emptied. All memory cells are affected 
by this mechanism.; 

(4) For stacked-gate avalanche-injection metal-oxide­
semiconductor (SAMOS) structures and selective polysilicon 
oxidation (SEPOX) compatible EPROM (SEPROM) cells 
the thermionic electron emission model has been proposed to 
explain the temperature dependence of the charge loss. 8•

9 Tue 
measured activation energy was interpreted as the energy 
barrier between the conduction-band edges of Si and Si02 . 

This parameter bad a value much lower than the energy bar­
rier which results from optical or Fowler-Nordheim experi­
ments. In optical experiments the irradiation energy at which 
the electrons surmount the barrier between the conduc­
tion-band edges in Si and Si02 is detected. The Fowler­
Nordheim experiment uses this energy barrier as a fit param­
eter that is very sensitive to the slope of the I-V character­
istic of MOS capacitors. By both types of experiments an 
energy barrier of ab out 3 .1 e V was estimated. 10 

(5) The thermionic electron emission model has been 
modified by introducing a field-dependent barrier lowering 
due to the image force effect and a temperature-dependent 
charge accumulation around the floating gate. 11 At low tem­
peratures more charges are assumed to accumulate as com­
pared to high temperatures. This reduces the electric field in 

J. Appl. Phys„ Val. 77, No. 9, 1 May 1995 

the region of electron injection to the oxide and, thus, pre­
vents a charge loss from the floating gate. Tue model yields 
a good fit over a broad temperature range but still uses fit 
parameters that do not agree with other measurement meth­
ods . 

(6) For EPROM cells with ONO interpoly dielectrics 
three distinct phases exiSt in the charge loss characteristic 
during bake time. An initial fast threshold voltage shift of 
less than 10 min at 250 °C can be explained by a rearrange­
ment of carriers in the nitride or by a nitride polarization 
effect. The threshold voltage shift of the second phase is 
caused by the movement of trapped electrons which are 
mostly injected into the nitride during memory program­
ming. This phase saturates after about 100 h at 250 °C. The 
third phase is the nonsaturating long-term threshold voltage 
shift. lt is determined by electrons leaking through the bot­
tom and top oxide. Tue first and second phases are · a strong 
function of nitride thickness, while the third phase is depen­
dent on the oxide thicknesses of the ON0. 12

•
13 

(7) For EPROMs with ONO interpoly dielectric it was 
found that trapped electrons at the nitride-oxide interface can 
directly tunnel through a thin (30 A) top oxide. 14 

(8) In a subsequent article15 the authors of Ref. 14 mod­
eled the long-term charge loss above 300 °C with the Poole­
Frenkel mechanism. From the temperature slope a barrier 
height for electrons trapped on the nitride-top oxide interfäce 
was calculated. The field dependence was assumed to be due 
to barrier lowering. The bottom oxide of the ONO structure 
was very thin and, therefore, not charge loss limiting. 

(9) An analytical charge loss model for semiconductor­
oxide-nitride-oxide-semiconductor (SONOS) devices was 
presented in Refs. 16 and 17. Tue niodel takes into account 
the following mechanisms: (1) electron back-tunneling from 
the nitride traps to the Si conduction band; (2) electron back­
tunneling from the nitride traps to the Si/Si02 interface traps, 
and (3) hole injection from the Si valence band to the nitride 
traps. An amphoteric trap charge distribution was used in this 
model. Mechanism (1) determines the initial charge loss 
phase, while mechanisms (2) and (3) determine the long term 
charge loss phase. 

(10) For electrically erasable programmable read only 
memories (E2PROMs) with a thin tunnel oxide, high-field 
experiments at room temperature indicate that Fowler­
Nordheim injection is responsible for the charge loss. At low 
fields, i.e., normal operating conditions, the mechanism must 
be replaced by direct tunneling. 18 Because of its strong de­
pendence on insulator thickness, this mechanism cannot be 
applied to the thicker interpoly dielectric or gate oxide in 
EPROMs. 

Many results from experiments performed on test ca­
pacitors have been published to explain charge transport in 
oxide (Si02), nitride (Si3N4), NO (Si3NiSi02), and ONO 
(Si02/Si3NiSi02), as follows. 

(1) In oxide films, Fowler-Nordheim injection is domi­
nant at high field strengths (higher than 5 MV/cm for a di­
electric thickness of about 100 A). This mechanism has a 
weak temperature dependence. 19 For high temperatures and 
low fields, Richardson injection becomes dominant. This 
mechanism is strongly temperature, but only weakly field, 
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dependent.3 Direct tunneling becomes responsible for charge 
transport in thin oxides at low fields along with a weak tem­
perature dependence.20 Here the charge transport is due to 
electron conduction and is limited by injection from the elec­
trode (electrode-limited conduction), if the influence of traps 
can be neglected. 

(2) In nitride films the hole conduction is larger than the 
electron conduction.21

-
24 The charge transport is limited by 

the bulk properties of the dielectric (bulk-limited conduc­
tion). According to Ref. 25, the current density is the sum of 
three contributions: At high fields and high temperatures the 
Poole-Frenkel effect dominates; at high fields and low tem­
peratures the current is due to field ionization of trapped 
charge; and at low fields and moderate temperatures hopping 
from one trap to the other is dominant. Tue current density in 
silicon-nitride films is larger than in oxides at the same field. 

(3) In NO stacked films, charge transport is due to the 
above-described mechanism for each film, respectively. 
Since the current-field characteristics are different for the 
two materials, the fields will adjust themselves by charge 
accumulation in the nitride close to the interface until current 
continuity is established.26

-
32 The polarity of the trapped 

charge can be identified by measuring the flatband voltage 
shift.33,34 

(4) In ONO stacked films, an anode-side oxide (positive 
electrode voltage with respect to the cathode-side) thicker 
than 30 A can block hole injection into the nitride. The oxide 
on the cathode side (negative electrode voltage with respect 
to the anode side) determines the electron injection. Holes 
injected into the nitride are accumulated on the oxide-nitride 
interface on the cathode side, while electrons accumulate on 
the nitride-oxide interface on the anode side. Some of the 
charge can recombine in the nitride. Tue nitride thickness 
influences the amount of trapped charge. 35

- 4o 
(5) The bulk-limited currents20

•
41-hopping conduction 

and space-charge-limited current-do not have an exponen­
tial field dependence. As is shown below, the charge loss data 
of our devices exhibit a field dependence that is similar to 
that of Poole-Frenkel conduction. Even the slope is quite 
similar, provided the oxide perrnittivity is used for the calcu­
lation. This corresponds to the results of Ref. 15. However, 
according to Ref. 20 the Poole-Frenkel mechanism is differ­
ent in thin and thick dielectrics, respectively. In the case of 
thick dielectrics the activation energy has to be identified 
with the trap depth, while for thin dielectrics, which is the 
present case, it should be the height of the barrier between Si 
and Si02 lowered by the Poole-Frenkel effect. Thus, the 
activation energy should be about 3 e V which contradicts our 
measured activation energy of about 1.2 e V. 

( 6) Tunnellng via traps that are located inside potential 
barriers had been recognized as a source of "leakage cur­
rent" of pn junctions in the late 1950s already (so~called 
"excess current"), later on as a possible mechanism in 
metal-semiconductor contact barriers (Parker and Mead42), 
in metal-insulator-metal junctions (Gadzuk43

), andin metal­
nitride-oxide-silicon (MNOS) structures (Dorda and 
Pulver44

). For thin insulators the probability is negligible to 
find more than one defect along the tunnel path. In a theo­
retical article, Svensson and Lundström29 applied the trap-
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assisted tunneling mechanism to a MNOS structure. In the 
first step electrons tunnel by "modified Fowler-Nordheim 
injection" from the conduction band of the electrode into 
nitride traps across a very thin oxide layer. Tue second step, 
where the electrons are emitted to the nitride conduction 
band, was neglected because of the larger tunnel probability 
compared to that of the first step. Thus, the temperature de­
pendence originated from the occupation probability in the 
conduction band of the electrode. Suzuki, Schroder, and 
Hayashi45 considered high electric fields, and Fleischer, Lai, 
and Cheng46 presented a closed formula for the two-step tun­
neling mechanism through a single insulating layer for inter­
mediate electric fields neglecting the temperature depen­
dence at all. Yasuda, Patel, and Toriumi47 assumed an 
asymmetrical spatial trap distribution for that mechanism in 
order to explain an observed voltage-polarity dependence of 
stress-in::luced leakage currents across MOS capacitors. 

(7) Other authors involved Poole-Frenkel conduction in 
combination with direct tunneling in a nonequilibrium con­
dition in MNOS structures48 or field emission from the cath­
ode in combination with space-charge buildup in the body of 
a single-layer dielectric.49 Reference 50 presents a model 
where electrons that have tunneled by the Fowler-Nordheim 
mechanism across the potential barrier, gain energy from the 
electric field in the oxide and lose energy by various scatter­
ing mechanisms. Tue hot electrons arriving at the anode lose 
their energy by emitting surface plasmons. Tue emitted sur­
face plasmons decay via the excitation of electron-hole pairs 
and by the generation of both hot holes and hot electrons. 
Tue hot holes may be emitted over or tunnel through the 
potential barrier. 

In this article we present a model wherein electrons 
stored on the floating gate are captured by traps in the bottom 
oxide and subsequently emitted into the nitride by a 
multiphonon-assisted tunneling process. After describing the 
experiments in Sec. II, a current-voltage characteristic of the 
charge loss leakage current is calculated from the measured 
drain-source current in Sec. III. Section IV presents the 
theory of multiphonon-assisted tunneling via oxide traps. 
Tue role of resonant tunneling as an alternative transport 
mechanism is studied in Sec. V and in the Appendix. In Sec. 
VI theoretical results are discussed in detail and compared 
with the measurements. Finally, conclusions are given in 
Sec. VII. 

This article is the füll version of work presented in con­
densed form at the 1994 IEEE International Reliability Phys­
ics Symposium and at the 1994 International Conference on 
Solid State Devices and Materials. 

II. EXPERIMENTS 

Tue charge loss measurements have been performed on a 
commercial 4 Mbit EPROM. Due to test modes, it was pos­
sible to control the control gate-to-source and drain-to-source 
voltages of each floating gate transistor through the column 
and row decoder. Tue device was fabricated in 0.8 ,um tech­
nology. Tue substrate was p doped while the floating gate 
and control gate were n-doped polysilicon. We measured two 
lots: one with oxide and the other with ONO as interpoly 
dielectric. Recent technologies use ONO dielectrics which 
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FIG. 2. Structure of the interpoly dielectric: (a) oidde, (b) ONO device. 
Long-term data loss can be due to defects in the isolation. 

have the following advantages: larger permittivity of nitride 
compared to that of Si02, smaller defect density of the 
stacked dielectric compared to that of a single oxide layer, 
and high breakdown voltage. Tue oxidation was performed 
at 1000 °C. The nitride was grown at 800 °C. The first poly 
was doped by implant. Tue nominal oxide thicknesses were 
205 A for the single oxide dielectric and 70, 70, and 100 A 
from top to bottom for the ONO sandwich, respectively (see 
Fig. 2). The single oxide dielectric has the equivalent oxide 
thickness of the ONO dielectric, given by: d0 ,0 

= db,o + ( Eof En)d11 + dt,o, where d0 ,0 is the equivalent oxide 
thickness, db,o, d11 , and dt,o are the thicknesses of bottom 
oxide, nitride and top oxide, respectively, E0 and E11 are the 
permittivities of oxide and nitride. This implies that the oxide 
field was the same for both lots at a given voltage drop 
between control gate and floating gate. Tue ratio Eof En is 
about 1/2. Tue fioating gate charge was determined by mea­
suring the drain-source current at 8 V control gate-to-source 
voltage and 1 V drain-to-source voltage. 

Long term data lass can be due to macroscopic defects in 
the isolation, mobile ions, or electronic leakage, respectively. 
Defects in the isolation4

•
5 result in charge loss or charge gain 

on the floating gate. The affected cells are generally ran­
domly located in the memory array. Defedive devices can be 
screened out by high-gate voltage stress or high-temperature 
bake. Mobile ions4

•
6

•
7 can compensate the stored charge. This 

is observed hy a program-bake-erase-bake cycle. Tue ions 
are driven to the fl.oating gate by the electric field from the 
stored negative charge during the first hake. Electric field and 
concentration gradient act concurrently upon the ions. UV 
erasing of the cell to the normal erased threshold voltage 
after the first bake leaves an excess of electrons which bal­
ance the attracted ionic charge, leaving the floating gate neu­
tral. With the omission of the electric field, the concentration 
gradient causes the ions to diffuse out of the cell during the 
second bake. This appears as charge gain because the elec­
trons have actually not been removed from the floating gate 
during the erase operation. Increasing temperature acceler­
ates the process due to emission of mobile ions from traps. lt 
has been reported that Na+ ions can act as mobile ions lead­
ing to charge loss.7 Figure 3 shows this program-bake-erase­
bake cycle for both lots. Tue increasing drain-source current 
during the first hake indicates a decreasing threshold voltage. 
Since no decrease of the drain-source current occurs during 
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FIG. 3. Drain-source current vs hake time at 350 °C for oxide and ONO 
devices. Tue program-bake-erase-bake cycle proves that charge Ioss is not 
due to mobile ions. 

the second hake, charge loss due to mobile ions can be ex­
cluded for these devices. lt has been reported that for 
EPROMs with ONO interpoly dielectric a top oxide thicker 
than 30 A can block hole injection from the control gate into 
th . 'd 37 38 Th . e mtri e. ' us, we beheve that leakage of electrons is 
responsible for the nondefective charge lass in the exarnined 
devices. 

Figure 4 shows no significant difference in the charge 
lass characteristic between the devices with single oxide and 
ONO interpoly dielectric. Tue oxide field of both lots is the 
same for a given drain-source current, i.e., for a given float­
ing gate-to-source voltage. This experiment leads to the con­
clusion that charge transport is Iimited by the oxide conduc­
tivity. In Refs. 13 and 12 charge lass characteristics of 
EPROM split lots with different nitride thicknesses of the 
ONO interpoly dielectric show two initial charge lass phases 
which saturate after ahout 100 h at 250 °C, and a lang term 
charge lass phase. Tue initial charge lass phases are strong 
functions of nitride thickness, whereas the nitride has no in­
fluence on the lang term charge lass phase. Similar activation 

. 581451 'b hEP OM energ1es ' ' · of ot R types from other manufac-
turers confirm this result. Values ranging from 1.0 to 1.9 e V 
have been measured for temperatures in the range of 200 to 
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FIG. 4. Drain-source current of meide and ONO devices vs time with bake 
temperature as pararneter. Tue small difference between the two lots indi­
cates that charge loss is limited by the oxide conductivity. 
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FIG. 5. Drain-source current of oxide devices vs time at 350 °C. The second 
bake proves that no charge accumulation in the isolation occurred during the 
first bake. 

425 °C. Tue activation energy in pure nitride capacitors52 

was reported to be less than in capacitors with oxide. 
Reprograrnming an already baked device and performing 

a second bake shows no difference of the drain-source cur­
rents compared to the first bake up to 10 h at 350 °C (see Fig. 
5). After 10 h the charge loss during the second bake be­
comes slightly smaller compared to the first bake. A possible 
explanation for both observations is that there is no charge 
accumulation in the interpoly dielectric duting·the first bake; 
however, charge accumulation during the first bake might be 
removed due to the high electric field across the interpoly 
dielectric during reprograrnming. Charge accumulation 
would cause a different initial condition compared to the first 
bake. On the other hand, charge loss through the interpoly 
dielectric during the first bake may create traps along the 
charge loss path that are filled during the second bake. The 
trapped negative charge would reduce the electric field on 
the ftoating gate side which would lead to a smaller charge 
loss during the second bake. For a reliable explanation, 
charge accumulation in equivalent test capacitors would have 
to be exarnined by measuring the fiatband voltage shift dur­
ing high-temperature storage with small electric field in the 
oxide or ONO dielectric. 

In Refs. 13, 37, 39, and 40 extensive studies on the in­
ftuence of the individual layer thicknesses in the ONO inter­
poly dielectric on the charge loss were published. The charge 
loss was measured during bakes at 250 and 300 °C. Reduc­
ing the top-oxide thickness of an ONO with a thick bottom 
oxide (150 A) has no inftuence on the charge retention capa­
bility as long as the top oxide is thicker than 30 A. For top 
oxides thinner than 30 A the charge loss increases with de­
creasing top oxide thickness. To examine the inftuence of the 
nitride thickness two device groups were measured, one with 
top oxide thinner than 30 A and one with thicker top oxide. 
When the top oxide is thin, a thicker nitride leads to en­
hanced charge loss if the equivalent oxide thickness is kept 
constant, i.e., the bottom oxide thickness has to be decreased 
with increasing nitride thickness. In the case where the top 
oxide is thicker than 30 A the nitride thickness dependence 
on long-term charge loss was found to be small. Tue initial 
charge loss still increases with increasing nitride thickness as 
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FIG. 6. Histograrn of the drain-source current of an ONO device measured 
on N =2000 cells at 350 °C. The three intermediate measurements show an 
increasing deviation with increasing bake time . 

. in the case of a thin top oxide. Scaling down the bottom 
oxide to about 100 A does not lead to a degradation of the 
data retention capability. Missing bottom oxide (ON inter­
poly dielectric) leads to a large charge loss; however, if the 
top oxide thickness on the ON interpoly dielectric is in­
creased, the charge loss decreases. All these results can be 
explained a~ follows: A top oxide thicker than 30 A can 
block hole injection from the control gate into the nitride 
while the bottom oxide thickness has infiuence on electron 
injection from the ftoating gate into the nitride. The nitride 
conductivity is larger than the oX;ide conductivity. In the case 
of a thin top oxide, holes injected from the control gate can 
recombine with electrons leaking through the 'bottom oxide. 
Since the tunnel probability of electrons is larger compared 
to that of holes, the bottom oxide must be thicker than the 
top oxide. If the bottom oxide is missing (ON interpoly di­
electric), charge loss must be prevented by a thicker top 
oxide. 

III. CHARGE LOSS CHARACTERISTIC 

After programming the cells of 15 devices with oxide 
and 15 devices with ONO as interpoly dielectric, a bake at 
250, 300, and 350 °C was performed. On each device the 
drain-source current of 2000 cells was measured at 8 V con­
trol gate-to-source voltage and 1 V drain-to-source voltage. 
Tue following diagrams refer only to ONO devices. Figure 6 
presents the histogram of the drain-source current measure­
ments of one device. The three intermediate measurements 
show an increasing deviation with increasing bake time. The 
initial state of all measurements was about the same and no 
change occurred until the first intermediate measurement, 
The dots in Fig. 7 show the average of the drain-source cur­
rent of all 1 0 000 cells belonging to one temperature. Tue 
error bars mark the minimum and the maximum. An activa­
tion energy of 1.2 e V has been estimated for this temperature 
range. The solid line fits are employed in the further calcu­
lations. 

To calculate the ftoating gate charge from the measured 
drain-source current a model must be established for the cell. 
Tue floating gate transistor can be regarded as a customary 
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FIG. 7. Drain-source current of ONO devices vs time with bake temperature 
as parameter. Measured average (dots), minimum/maximum (error bars), 
and fit (solid lines) employed in further calculations. 

field-effect transistor with the floating gate voltage on its 
gate.53

•
54 The drain-source current can be calculated with 

Eqs. (1) and (2) valid for small drain-to-source voltages,41 

- ß 2 lv-
2

b (Up-U1) for U1<Up~U1+bU0 , (1) 

Iv=ß((Up-U1)Uv-~u1) for U1+bU0 <Up. (2) 

Here I D is the drain-source current, U F the floating gate-to­
source .voltage, U 0 the drain-to-source voltage, and U1 the 
threshold voltage. U1 , ß, and b are functions of electron 
mobility and doping concentration in the substrate, channel 
width and channel length, bulk potentials in substrate and 
floating gate, permittivity of oxide, and oxide thickness. 

Figure 8(a) aids in deriving the floating gate charge Qp 
based on the measurement condition. The control gate and 
floating gate are highly doped and can thus be treated like a 
metal. By using Gauss's law the floating gate charge be-
coroes 

(3) 

where U G is the control gate-to-source voltage, U c the volt­
age drop along the channel, l F the channel length, and C G , 

CD , and CF are the capacities indicated in Fig. 8. If the 
drain-to-source voltage is small and the transistor is not in 
saturation, the voltage along the channel is approximately 
linear, increasing from source to drain voltage. With this ap­
proximation and Eq. (3), the floating gate-to-source voltage 
becomes 

(4) 

with 

a) 

CF- CD 

/ Uc 

Space Charge in the Substrate 

b) 

FIG. 8. Floating gate transistor model: (a) measurement condition; (b) bake 
condition. 

where U 0 = V 00 - R 0 10 with R 0 being the resistor from out­
side to the drain contact and V 00 the externally applied 
drain-to-source voltage. 

Figure 9 shows the drain-source current versus gate-to­
source voltage of one cell in different erase states. Tue dots 
represent the measurements while the solid lines were calcu­
lated. With the above described transistor roodel, the floating 
gate charge is calculated from the measured drain-source 
current. Tue derivative of this charge is the current leaking 
through the isolation: J=dQp/dt. 

If the control gate-to-source and drain-to-source voltages 
are zero, there is still an electric field across the isolation due 
to the floating gate charge. This is the condition during the 
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(5) FIG. 9. Threshold voltage shift time with bake temperature as parameter. 
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FIG. 10. Drain-source current vs gate-to-source voltage at 20 °C with UV 
erase time as parameter. Measurements (dots) and model (solid lines). 

bake [see Fig. 8(b)]. Tue substrate is in accumulation; thus, 
the floating gate-to-source voltage is given by 

QF 
UF= Cr +aF("l'b,s-"l'b,F), (6) 

where 'I' b,s and '11 b,F are the bulk potentials in the substrate 
and floating gate, respectively. 'l' b,s<O, and '11 b,F>O, 
'11 b,s- '11 b,F ... - 1 V. Although the drain-source current of 
the cell transistor is used for the charge loss indicator, we 
plotted in Fig. 10 the total threshold voltage shift AU th of the 
ftoating gate transistor to make comparison with previous 
work more easy. Tue total threshold voltage U th becomes 

Uth=aa( Ur- ~;-avUv-aF ~D) (7) 

[see Eqs. (2) and (3)], and thus the total threshold shift is 
given by !:l.Uth=LiQFICa. 

In Fig. 11 the long-term leakage current is plotted versus 
the ftoating gate-to-source voltage at corresponding bake 
times, and Fig. 12 shows the temperature dependence at 3 
and 3.5 V floating gate-to-source voltage. Tue activation en­
ergy is calculated assuming that the temperature behavior of 
the leakage current is according to exp(-EalkT). 
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FIG. 11. Leakage current vs floating gate-to-source voltage calculated from 
the data retention experiment. 
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IV. MULTIPHONON-ASSISTED TUNNEUNG 

lt has been reported that the main path for nondefective 
charge loss in EPROMs with ONO interpoly dielectric is 
across the ON0.13-

15 This can be verified by applying high 
voltage on the control gate of programed and erased cells. 
Tue electric field of the programed cell is small across the 
gate oxide and high across the interpoly dielectric. Tue con­
ditions for the erased cell are the reverse. If there is no 
charge gain on the erased cells but a charge loss of the pro­
gramed cells during a bake, it can be concluded that the 
charge transport occurs through the interpoly dielectric. This 
experiment was performed within the scope of the present 
work with the control gate-to-source voltage between 4 and 7 
V at 250 °C; but, since no difference was observed compared 
to the normal bake without bias, it has to be doubted that the 
voltage applied outside of the device actually reached the 
control gates. Tue devices were operating outside of the 
specified temperature range. Tue test was redone at 150 °C, 
but no change of the initial condition could be measured 
during 4000 h bake. Thus, we rely on the cited literature on 
this point. 

We propose the following model for the leakage. Elec­
trons stored on the ftoating gate can be captured by traps in 
the bottom oxide and subsequently be emitted into the nitride 
by a multiphonon-assisted tunneling process. In the nitride, 
the conductivity is larger than in the oxide. lt will be as­
sumed that electrons that have passed the bottom oxide can 
pass the top oxide likewise. Hole transport is prevented by 
the 70-A-thick top oxide. Figure 13 illustrates the charge 
transport mechanism across the bottom oxide. Oxide and 
ONO devices have nearly the same charge loss characteristic 
(see Fig. 4) and, in particular, equal activation energies. Elec­
trons stored on the floating gate have to pass the sarne energy 
barrier between fioating gate and oxide in both device types. 
Thus, it can be expected that the charge loss is governed also 
by the same mechanism, i.e., that it is not limited by the 
bulk. 

Tunnel-assisted release of electrons from traps with mul­
tiphonon participation was considered for the first time by 
Kriveris, Kudzmauskas, and Pipinys55 in connection with 
thermoluminescence experiments. These authors convoluted 
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FIG. 13. Energy band diagram illustrating (a) resonant tunneling and (b) 
multiphonon-assisted tunneling. The left-hand-side parts indicate the prob­
ability for various transition paths, the right-hand-side parts show calculated 
transmission rates. 

the probability of pure electronic tunneling with a Gaussian 
for the strong electron-phonon coupling, generalizing in this 
way the single-phonon-assisted band-to-band tunneling 
theory (Keldysh 195856

•
57

) to trap-to-band transitions. 
Dalidchik58 coupled the WKB tunnel expression with a more 
refined multiphonon theory for the same problem. 

Here we will follow the approach of Refs. 59 and 60, 
where Shockley-Read-Hall (SRH) lifetimes were calculated 
under the assumption that the capture of carriers is a mul­
tiphonon transition between a band-tail state, induced by the 
electric field, and the localized state of the center. In contrast 
to the case of a bulk semiconductor, for the present problem 
the initial state is localized within the floating gate, the final 
state in the nitride, and the tunnel barrier is formed by the 
fraction of the bottom-oxide gap between gate and trap. lt is 
assumed that the electron traps in the bottom oxide are mo­
noenergetic with a spatial density Nr and a thermal binding 
energy <P1 • Figure 13(a) illustrates the two-step tunneling 
mechanism where the transition is restricted to a sharp en­
ergy given by the trap level. Coupling to oxide phonons [see 
Fig. 13(b)], represented by an effective phonon energy hw0 , 

and two coupling constants (the lattice relaxation energy eR 
and the Huang-Rhys factor S), results in a thermal broaden­
ing of the trap level E 1(x). A series of virtual states of the 
coupled electron-phonon system in the energy gap of the 
oxide occurs which allows for transition paths with an in­
creased tunnel probability. Tue "ladder" of these states is 
indicated in Fig. 7. Each sublevel can serve as initial state for 
the multiphonon-assisted tunneling transition into the nitride 
after the electron has been captured by the trap. Tue occupa­
tion probability of the traps is given by 

(8) 
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where nr is the density of filled traps. The rate of charge 
carriers per volume and time that occupy or leave the traps 
can be expressed by 

Rz(x) = r[ 1 (x )N1( 1 -/1), (9) 

(10) 

where 'Tt and 'Tr are the time constants for capture or emission 
of electrons, respectively. Tue difference of these two rates 
defines the variation of the trapped charge density with time, 

dni(x) 
-;Jt=Rt(x)-Rr(x). (11) 

Under steady-state conditions dn/dt=O, or equivalently, 
R=R1=Rr. Using the above equations and assuming steady 
state, the rate of charge carriers per volume and time passing 
the isolation via traps is given by 

1 
R(x)=N1 ( )+ ( ) , 

Tz X 'Tr X 
(12) 

and the current-density contribution from the traps in a small 
interval dx at a distance x is 

dj(x) =qR(x)dx. (13) 

The time constants Tz and Tr contain characteristic quantities 
of the floating gate and the nitride, namely: the density of 
states in the conduction bands N 1 and Nn the occupation 
probabilities f 1 and f,, and the tunnel probabilities T1 and T, 
from the floating gate to a trap at distance x and from this 
trap to the nitride, 

r[ 1(x)= f"' Nz(E)fz(E)T1(E,x)cn(E,x)dE, (14) 
E1(x) 

Here cn(E,x) denotes the capture rate, 

Cn(E,x)=co~ Lm(z)i5[E-Em(x)], (16) 
m=O 

and en(E,x) the emission rate, 

en(E,x)=co exp(- E-ki.(x)) ~o Lm(z)i5[E-Em(x)]. 

(17) 

The prefactor c 0 is not used as a fitting parameter, but has 
been estimated using a 3D delta potential for the trap,61 

V(x) = 47T<f> 1ri 8(x-x1)( 1 +X· V), 

and by calculating the expectation value of the perturbation 
Operator qF(x)ci= ~(n8 0) 3/<P8 , 0 neglecting Bloch 
factors,62 

(47T)2r; 
Co fiep (fi8 0 )

3
. 

g,o 

(18) 

Here r1 is the localization radius of the trapped electron, n®0 

denotes the electro-optical energy in the oxide, 
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(19) 

q is the elementary charge, F the electric field in the oxide, 
mc,o and <I>g,o are the effective electron mass and the band 
gap of the oxide, respectively, and E is the energy. The 
conduction-band edge on the left-hand side (ßoating gate) 
was chosen as energy zero. Only energy Ievels 
Em(x)=Et(x)+mhw0 , where m is an integer, are allowed 
for the capture and ernission process as a consequence of the 
one-mode approximation. 

The multiphonon transition probability Lm(z) is given 
by 

(
J + l )m/2 

Lm(z)= ~B exp[-S(2 fs+ l)]Im(z). (20) 

S denotes the Huang-Rhys factor,63 which is a measure of 
the coupling strength ··of the electron-phonon interaction, 
lm(Z) the modified Bessel function of order m with the ar­
gument z = 2S -./J s<f B + 1), and f B the Bose function, which 
gives the phonon occupation number 

fs exp(hw0 /kT)-1 · 
(21) 

The lower integration lirnit Ei(x) = Ec, 0 (x)- <I> t in Eqs. (14) 
and (15) indicates that all transitions via virtual states below 
the trap level were skipped because hole capture from the 
nitride and hole ernission to the floating gate are neglected. 
Ec,0 (x) is the conduction-band edge energy in the oxide. The 
densities of state on the left- and right-hand sides of the 
oxide are taken in the form 

(
m )312(E-E )112 

Ni(E)=No ~· 1 
kTc,t ®(E-Ec,t), (22) 

(
m )312(E-E ) 112 

Nr(E)=No ~,r kTc,r ®(E-Ec,r), (23) 

with 

(24) 

These forms involve two approximations: First, parabolic 
bands are assumed, although the electron energy can be more 
than 1 e V above the bottom of the conduction bands; second, 
the density of states in the energy gap of the ßoating gate is 
assumed to be zero. This neglects localized states in the 
polysilicon conductivity gap and interface states at the 
poly-Si02 interface. ®(E) denotes the step function, m is the 
electron rest mass, mc,l and mc,r are the effective electron 
masses, and Ec,t and Ec,r are the energies of the conduction 
band edges on the left- and right-hand sides of the oxide. The 
floating gate is highly n doped, thus, the Fermi level on the 
left-hand side can be approximated by Ef,t""" Ec,l · On the 
right-hand side the following approximation is employed: 

(25) 
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i.e„ every arriving electron is assumed to find an empty state. 
The tunnel probability from the left-hand side to a trap at 
distance x and from this trap to the right-hand side can be 
expressed using the WKB approach, 

T1(E,x)=exp( -2 J:I K(g)ldg), 

Tr(E,x)=exp(-2 LdlK(g),dg), 

with 

(26) 

(27) 

(28) 

Neglecting the image force effect, assurning a constant elec­
tric field in the oxide and an abrupt potential well introduced 
by the trap, the tunnel probabilities become 

[ 
4 (cp(E,0))

312 
4 (cp(E,x))

3
12] 

T1(E,x)=exp - 3 h®o + 3 h®o ' 

(29) 

. . [ 4 (cp(E,x))
312 

Tr(E,x)=exp - 3 h®o 

4 (cp(E,d))
312 

] +3 h®o ®[Ec,o(d)-E], (30) 

with 

cp(E,x) = <I>1-qFx-'- E= Ec, 0 (x)- E. (31) 

Equations (16)-(25) and (29)-(31) define all the quantities 
in (14) and (15). Due to the delta function in (16) and (17), 
the energy integrals (14) and (15) turn into sums over dis­
crete energies Em(x), 

m=O m=O 

with 

-Je )- -1 N1(Em) f (E ) (E 'L , .. 
Tim X -'To -N-- l m T1 m ,X) mlZ), 

' 0 
(33) 

and the time constant r0 given by 

ro= Noco. (35) 

Using Eq. (13), the total current density becomes 

l d 1 
j=qNt ( )+ ( ) dx, 

O Tl X 'Tr X 
(36) 

where the integration can be dorre numerically. 

V. RESONANT TUNNELING 

In this section we study the role of resonant tunneling as 
an alternative mechanism of charge loss. The potential wells 
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FIG. 14. Calculated transmission probability for a 100-A-thick oxide con­
taining a centered square weil with a single bound state <1>1=2.4 eV. 

of meide traps offer the possibility for gate electrons to tunnel 
with an increased probability along a "path" containing the 
trap. It is not at first place the reduction of the tunneling 
length by the diameter of the potential weil which gives rise 
to the larger probability, but the existence of resonance levels 
associated with the trap potential. At these energies the trans­
mission probability peaks sharply, and the tunnel current is 
solely determined by the width of the resonance. Figure 14 
illustrates the single resonance of a (properly chosen) square­
well potential, which is located exactly in the middle of the 
oxide barrier between ftoating gate and substrate (nitride not 
considered for simplicity). Such an idealized symmetrical 
potential makes the oxide completely transparent at the reso­
nance energy. Here, the exponentially rising solution of the 
Schrödinger equation exactly compensates for the exponen­
tially decaying. 

Any disturbance of the symmetrical shape, as by an elec­
tric field Fi=O, a shift of the trap position toward one inter­
face, or by the coupling of the resonance level to charges, 
phonons, etc„ will damp the transmission peak. This is dem­
ons~ated for the case of a repulsive trap in Fig. 15. The 
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FIG. 15. Dependence of the resonance peak of a repulsive trap on the 
position within a 100-A-thick oxide for F=I MV/cm. The numbers are the 
distance of the trap from the left-hand-side oxide boundary. At x""8Ü A the 
resonance disappears because the trap Ievel passes the silicon band edge. 
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position of the trap was varied in steps of 10 A starting at a 
distance of 20 A from the gate-oxide interface and shifting 
the center toward the opposite interface. The applied field 
was 1 MV /cm, and the calculation was performed using the 
transfer-matrix method (see, e.g„ Refs. 64-66) with 80 par­
tial rectangular barriers. Now the maximum transmission re­
mains below 1 and the trap position where the transmission 
probability becomes maximum is less than half the barrier 
width, which can be seen from the difference by three orders 
of magnitude between the peaks of 40 and 60 A distance. 
Tue resonance disappears from the energy scale at a trap 
position of about 80 A. 

lt may be concluded that depending on the potential 
shape, i.e„ the applied field, only traps in a narrow sheet at a 
certain distance from the gate-oxide interface contribute es­
sentially to the resonant tunneling current. The latter will be 
calculated analytically under the same simplifying assump­
tions as in the previous section (no oxide charges, no image 
forces, abrupt trap potential). Similar problems were solved 
by Duke and Alferieff57 in connection with field emission 
through atoms adsorbed on a metal surface, and by Gadzuk43 

in connection with resonant trap tunneling across metal­
insulator-metal structures. Ricco, Azbel, and Brodsky68 con­
sidered resonant tunneling via defect-related states in thin 
Si02 films under high electric field in a more qualitative way. 
Dalidchik69 calculated the effect of an ordered distribution of 
scattering centers on the resonant tunnel current. 

In the present article the treatment will be generalized 
with respect to the tunnel probability, and the current will be 
given in a form suitable. for comparison with the two-step 
capture-emission mechanism described in the previous sec­
tion. We also turn the square-well potential into a delta func­
tion (see, e.g., Ref. 70), which results in an even simpler 
form for the resonant tunneling current. 

The transition rate due to all traps situated in a plane of 
distance x from the gate-oxide interface is obtained by mul­
tiplying with the ratio of the total cross section of all traps 
and the contact area 7Tr;v1(x) (v1-2D trap density atx, traps 
are assumed to be distributed homogeneously within that 
plane) 

Rres= 7Tr;Ni(x) 4 ~3/i, f :„ dE T res(E,x) f d 2k_i.f1(E,k.1.) 

(37) 

r;N1(x)mc,1kT -f"" 
= 2 7rli3 _

00 

dE Tres(E,x) 

X ln( 1 + e -(E.c... E1.1 lkT)). (38) 

As indicated by the last -expression, the so-called supply 
function (number of electrons per energy range that are 
available for tunneling through the barrier) is given by the 
density of states and the thermal occupation probability in 
the floating gate. Penley71 pointed out that the resonance of 
the wave corresponds to the electron being trapped for some 
time in the potential weil which limits the number of elec­
trons that can pass through the weil at any given time. Penley 
showed that the delay time in the trap is given by 
Tde1=fia<P/aE, where lf> is the total phase shift across the 
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barrier. Therefore, the effective supply function would result 
from the conductivity limited by traps in series with the con­
ductivity limited by the supply of electrons from the gate. We 
will assume here that the delay time Tdel is always much 
smaller than the time constant of supply from the gate. This 
is supported by the assumption of a strong electron-phonon 
coupling of the defect state which limits Tdel. 

The transmission probability T res can be evaluated ex­
plicitly for the simplified trap potential model. The major 
steps of the derivation are presented in the Appendix. First, 
Tres is obtained in Lorentzian form taking special care of the 
damping term. Since the resonance level is extremely sharp, 
the Lorentzian is then transformed into a delta function of 
energy. Tue information about potential parameters which is 
not available, as depth and width of the well, becomes dis­
pensable, if the square weil is turned into a lD delta poten­
tial. Then, a simple and symmetrical expression follows for 

Tres• 

<I> ( m ) 112 
Tres(E,x)=327T cp ~ ~ ~E1Er 

l r mc,l 

where E1==E/x)- Ec,l • E/==E1(x)- Ec.n and <I>1,<I>r de­
note the energy barriers on the left- and right-hand sides, 
respectively. Now we are able to compare directly the rate of 
resonant tunneling with that of zero-phonon trap tunneling. 
Inserting Eq. (39) into Eq. (38) we obtain 

(40) 

with 

(41) 

Switching off the electron-phonon coupling (Huang-Rhys 
factor S--+0, Lm(Z)--+ öm,o) in the multiphonon-assisted trap 
tunneling mechanism [Eqs. (16) and (17)], the two-step pro­
cess is restricted to the resonance energy Er(x), and the re­
sulting zero-phonon rate becomes 

m 312m 312 JE E T T 
R ( ) R ( ) c,l c,r l r ®(E )®(E )J [E ( )] l r 

O-ph X = O,O-ph X m 3 ~ " 
1 

" r 1 
t X f1[Ei(x)]~E1 /kT(mc,tfm) 312Tz+ ~E,lkT(mc,rlm) 312T/ 

with 

(43) 

It is interesting that the structure of Eq. (40) is quite similar 
to that of Eq. (42) despite the different physical starting 
points. Figure 16 shows that both mechanisms yield the same 
order of magnitude. The main differences arise from the as­
sumption that the delay time rdel is much smaller than the 
time of supply of electrons from the floating gate. This as­
sumption makes resonant tunneling actually a one-step pro­
cess. Hence, there is no additivity for reciprocal time con­
stants proportional to l!T1 and 1/T r, and the current always 
depends on the occupation in the fioating gate. In contrast, 
the two-step process becomes independent of the latter, if 
T/!!:>T, holds, i.e„ if the emission from the trap site is the 
bottleneck for the charge loss. The above calculation shows 
that the two-step mechanism without phonon participation as 
a special case of multiphonon-assisted trap tunneling con­
tains the same physics as resonant tunneling, however, re­
quires a much simpler algebra only. Resonant tunneling in­
cluding phonon coupling of the trap state, as demonstrated 
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(42) 

by Fu and Willander72 for a double-barrier resonant tunnel­
ing structure, would result in the multiphonon-assisted tun­
neling mechanism described in Sec. IV. 

VI. DISCUSSION 

For the numerical calculations we used the following 
parameters: The electron effective masses in Si on the left­
hand side in Si02 , and in Si3N4 on the right-hand side, were 
set to mc,z=0.33m, mc,0 =0.42m, and mc,r=0.42m, re­
spectively. The energy barriers at the Si-Si02 interface and at 
the Si0i-Si3N4 interface were given the values <I>1=3.1 eV 
and <I> r = 1.1 e V. Furthermore, we used for the energy gap of 
S~02 <I>82.0 '.:8.9 e'; for th~ ener~y of the defect electron 
li 1(2mrt)-3.81rt eV w1th rt m A (e.g., 0.61 eV for 
rt=2.5 A), and for the electro-optical energy 

li® 0 =7.25X10-6(F2mlmc,o) 113 eV 

with F in V/cm (e.g., li®0 =0.15 eV for F=2 MV/cm). The 
time constant r0 is 5.9X10-13 s for F=2 MV[cm. This is in 
the range from 10-12 to 10- 14 s, as given in Ref. 29. 

In Sees. IV and V the multiphonon-assisted tunneling 
and resonant tunneling mechanisms were presented. In order 
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FIG. 16. Transition rate R as function of trap position for T=300 K, F= 1 
MV/cm and different trap depths 4>1 measured from the oxide conduction­
band edge. Comparison of (a) two-step (zero phonon) tunneling and (b) 
resonant tunneling. 

to compare both mechanisms, we switch off the electron­
phonon coupling. Then, the multiphonon-assisted mecha­
nism turns into the two-step tunneling mechanism, discussed, 
e.g., in Ref. 47. 

Figure 16 compares the transition rates of two-step tun­
neling Ro-ph against resoriant tunneling Rres, as defined in 
Eqs. (42) and (40), respectively. Tue transition rates are plot­
ted as a function of trap position with the trap depth mea­
sured from the oxide conduction-band edge as family param­
eter. The oxide field strength is 1 MV /cm. For such a field 
the trap depth of 2.6 e V gives the largest rate in both cases. 
Surprisingly, even the absolute value is the same, despite the 
different physical bases. Tue essential difference is that in 
the case of two-step tunneling those traps located in the left­
hand-side half of the oxide (closer to the cathode) yield 
much higher contributions than in the case of resonant tun­
neling. Tue shallower traps (<P1<1.4 eV) are even most ef­
fective, if they are located directly at the interface. This is 
because the capture process restricts the whole transition rate 
due to the very small thermal occupation of the correspond­
ing energy levels in the conduction band on the left-hand 
side of the oxide. Both mechanisms yield an abrupt drop of 
the transition rate for trap levels E1(x) lower than Ec 1 
(<P1>2.4 eV and x>70 A in the figure), since we did n~t 
consider possible tunneling transitions out of tail and inter­
face states of ~he floating gate. 
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Figure 17 shows the comparison of the "spectral" cur­
rent, i.e., the current density as function of the trap depth, for 
different field strengths and temperatures. The trap depth of 
maximum current density decreases with increasing field. In 
the case of two-step tunneling at 1 MV/cm, the peak at 
<l>t=2.6 eV is exceeded by a new. peak at <1>1 =0.9 eV, if the 
temperature rises from 300 to 600 K. Increasing temperature 
for both mechanisms enhances the contribution of shallower 
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FIG. 18. Arrhenius plot of the current density vs temperature. Multiphonon 
process (solid line) and no electron-phonon coupling (dashed line). 
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traps. Two-step tunneling shows a !arger increase of the cur­
rent density with increasing temperature compared to reso­
nant tunneling. 

lt has been verified experimentally in Sec. III that charge 
Ioss has a strong temperature dependence as shown in Fig. 
12. Tue theoretical temperature dependence of both two-step 
tunneling and resonant tunneling is too weak to explaln the 
charge loss measurements. Coupling of the trap state to oxide 
phonons is essential for the activation behavior. Figure 18 
shows the infiuence of the electron-phonon coupling on the 
temperature dependence. Tue solid line was calculated with 
S=6 (cR=0.36 eV), but the dashed line with the coupling 
switched off (S =O). A multiphonon coupling resulting in a 
lattice relaxation energy of 0.36 e V can explain the measured 
activation energy of 1.2 e V. 

Figure 19 illustrates the effect of electron-phonon cou­
pling on the transition rate for two different trap depths at a 
temperature of 573 K and a field strength of 1 MV/cm. Tue 
farnily parameter is the lattice relaxatiön energy ER in e V. For 
weak electron-phonon coupling deep traps (<I>t'"'2.4 eV) con­
tribute most, if they are located in the center of the oxide 
layer. With increasing electron-phonon coupling traps lo­
cated in the left-hand-side half of the oxide (closer to. the 
cathode) become more important for the total transition rate. 
This is because the electron-phonon coupling enhances the 
emission process more than the capture process. The eillis-
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FIG. 20. Current density vs trap energy measured from tbe oxide con­
duction-band edge. 

sion occurs closer to the conduction-band edge of the oxide 
where the tunnel probability is !arge [compare Fig. 13(b)]. 
Shallower traps C<I>t=l.5 eV) are most effective, if they are 
located directly at the interface on the left-hand side of the 
oxide. 

In Fig. 20 the current dens~ty is plotted versus trap depth 
<I>t for two values of the electric field and two different tem­
peratures. At room temperature maxima appear at 1.6 and 1.7 
eV, respectively. Tue current density changes by many orders 
of magnitude as the trap depth varies. Various trap levels 
have been reported for Si02 •73 Since only a very low trap 
density is sufficient to explain the measured current density, 
we make the assumption that all energy levels are available 
in the range between 1.5 and 1.7 eV. Figure 21 shows the 
dependence of the trap depth resulting in the largest current 
density on electric field and temperature. . 

Instead of integrating the current densfry contributions 
over all trap energies, only the maximum has been used. Tue 
half-width of the current density distribution at 600 K is 
about 0.2 eV (see Fig. 20). For the density of trap states we 
assume that the value of Nt refers to an energy interval of 
about 0.2 eV now, i.e., NtCE)=5Nt (eV)- 1

• Tue deep-seated 
traps can also be used by leaking carriers but with a much 
lower probability. lt is assumed that all traps have sirnilar 
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FIG. 21. Trap level (measured from the oxide conduction-band edge) result­
ing in maximum current density vs electric field witb temperature as 
parameter. 
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microscopic coupling constants. Thus, the transition rates 
differ due to <Pr only. More permanent occupation of deeper 
traps has to be expected. That contributes to a steady-state 
charge density in the oxide. Such charges could behave like 
"fixed" charges, i.e., they are present before and after re­
peated write operations. 

Tue dependence of the current density on the electric 
field is plotted in Fig. 22. Tue solid lines were computed for 
different single trap levels, the dashed line corresponds to a 
variable trap depth according to Fig. 21. In Fig. 23 the cur­
rent density versus temperature is plotted in an Arrhenius 
plot. Tue activation energy is increasing with temperature 
while the trap depth giving the Iargest contribution to the 
current density is slightly decreasing. A !arge activation en­
ergy indicates a strong temperature dependence. At high tem­
peratures the electron-phonon coupling has a dominant influ­
ence on the current density. With decreasing temperature 
tunneling becomes more important for the capture and emis­
sion process. Previous models used a constant activation en­
ergy to describe the temperature dependence, which may not 
be realistic over such a !arge temperature range as from 
300 °C to room temperature. 

FIG. 23. Arrhenius plot of the current density vs temperature. Single trap 
level (solid lines) and varying trap depth resulting in the largest current 
density (dashed line). 
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Tue bake experiment has been performed between 250 
and 350 °C. Tue electric field in the oxides of the ONO, 
given by 

F G,o= U F/(db,o+ E0 dn!En+dr, 0 ), 

has been calculated tobe below 2 MV/cm (db,o, dn, and dt,o 
are the thicknesses of bottom oxide, nitride, and top oxide, 
respectively, E0 and En are the permittivities of oxide and 
nitride). Figure 24 cotnpares the measurement with the cal­
culation. A trap density N1=6.5X1015 cm-3 and a Huang­
Rhys factor S =6 have been used as fit parameters. The third 
fit parameter-the lattice relaxation energy ER--contains the 
effective phonon mode liw0 in the amorphous oxide. Varying 
S and !iw0 but keeping ER=S!iw0 constant has only little 
influence on the fit. Therefore, the only relevant fit parameter 
in the model is ER if we assume a quasicontinuous distribu­
tion of trap Ievels. Even with a variation of ER in the range 
from 0.2 to 0.6 eV the fit only slightly deteriorates. Experi­
mental evidence for I::i.ttice relaxation was found by Hwang, 
Or, and Forbes 74 who measured a difference between thermal 
activation energy and photoemission energy of electrons 
bound to traps in 20-nm-thick oxides. Tue reemission time 
constant after the oxide had been stressed was strongly tem­
perature dependent indicating a multiphonon process; how­
ever, the quantitative determination of the lattice relaxation 
energy from their data is inhibited, because it remains un­
clear to which extent the "thermal" barrier was lowered by 
tunneling. In order tb estimate this effect one would have to 
know the depth of the created traps in the oxide, which de­
pends on the stress conditions. 

To verify whether the multiphonon-assisted tunneling 
mechanism is dominant even at room temperature, charge 
loss measurements would have to be extended to a time pe­
riod of more than 10 years. Using the same parameter set as 
for the high-temperature range, we can calculate the ex­
pected current density at room temperature. Tue results for 
multiphonon-assisted tunneling, resonant tunneling (without 
phonon participation), and direct tunneling are compared in 
Fig. 25, where the current density across a single oxide layer 
of 10 nm width was calculated assuming a homogeneous 
distribution of the traps in current direction (N1=const) but 
only one discrete energy level (<Pt=l.6 eV). lt can be seen 
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FIG. 25. Current density vs oxide field in the low-field range for a single 
oxide layer of 10 nm width: Cornparison between rnultiphonon-assisted tun­
neling, resonant tunneling, and direct tunneling. Parameters: <I>,= 1.6 eV, 
ER=0.36 eV. 

that thermal emission plays a dominant role up to fields of 2 
MV/cm. Between 2 and 3 MV/cm the tunneling component 
of the second step becomes superior, and multiphonon­
assisted tunneling approaches resonant tunneling. Direct tun­
neling, which turns into Fowler-Nordheim tunneling for 
F>3 MV/cm, remains unimportant up to 5 MV/cm. 

Multiplying the trap density with the volume of the bot­
tom and the top oxide results in 210 traps per EPROM cell in 
an energy interval of about 0.2 e V around the trap level that 
is giving the largest current density. Assuming this to be an 
average value over the entire energy gap of Si02 a total of 
9500 traps per EPROM cell can be estimated. Only a fraction 
of these traps will be actually occupied. Thus, the total 
trapped charge is comparable to the 4000 electrons that have 
left the floating gate during the initial charge loss phase. 
Quantitative conclusions cannot be drawn about the trapped 
charge in deep traps from this experiment. 

VII. CONCLUSIONS 

In this article the nondefective charge loss mechanism 
was identified and modeled by a trap-assisted tunneling pro­
cess considering the coupling of trap Ievel to oxide phonons. 
From a program-bake-erase-bake cycle it was found that 
long term charge loss is not due to mobile ions. An eventu­
ally positive ion accumulation in the floating gate region 
during the first hake resulting in a charge gain during the 
second bake has not been observed. A charge loss experiment 
with two lots of EPROMs-one with ONO, the other with 
oxide for the interpoly dielectric-verified that long-term 
charge loss is limited by the oxide conductivity. The oxide 
field of both lots was the same for a given floating gate-to­
source voltage. Since there was no significant difference in 
the charge loss characteristic of the two device types, it can 
be concluded that the nitride has no influence on the long­
term charge loss. Therefore, it can be summarized that the 
long-term charge loss of the examined devices is limited by 
electronic leakage through the bottom oxide of the ONO 
interpoly dielectric. Electrons that have passed the bottom 
oxide can pass the top oxide likewise. In the nitride the con-
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ductivity is !arger than in the oxide. Hole injection from the 
control gate into the nitride is prevented by the 70-Ä-thick 
top oxide. 

Since there is not much charge accumulation in the iso­
lation surrounding the tloating gate, a simple model can be 
derived to calculate the floating gate charge and voltage from 
the measured drain-source current. The normal one­
dimensional long-channel transistor model with capacitive 
coupling from the control gate and drain to the floating gate 
was used. lt was found that the leakage current is too large to 
be explained by pure electrode-limited charge transport. The 
bulk-limited currents (hopping conduction and space-charge­
limited current) do not have an exponential field dependence, 
while the Poole-Frenkel conduction is not appropriate for 
thin dielectrics. Field ionizatiofi of trapped electrons is not 
temperature dependent. Field gain on asperities and along 
edges can not increase the charge loss current to the required 
range. 

A long-term charge loss mechanism for EPROM cells 
with ONO interpoly dielectric has been presented wherein 
electrons from the floating gate tunnel to oxide traps and are 
then emitted to the nitride. The coupling of the trap level to 
oxide phonons results in virtual energy levels in the oxide 
which allows for transition paths with an increased tunnel 
probability. As a consequence, the second step is thermally 
activated and the total transitioh rate is enhanced. A simple 
two-step tunneling mechanism could not explain the strong 
temperature dependence of the measured charge loss data. 
The same mechanism allows the electrons to escape through 
the top oxide into the polysilicon of the control gate. Since 
the trapped charge in the interpoly dielectric is small, this 
step is not rate Iimiting. A quasicontinuous energetic distri­
bution of trap energies was assumed. Trap levels between 1.5 
and 1.7 eV measured from the conduction-band edge give 
the dominant contribution to the current density at high tem­
peratures and low electric fields. Furthermore, only traps 
near the ftoating gate-bottom oxide interface are active in the 
steady-state trapping and detrapping process under these 
conditions. Consequently, the mechanism is only weakly de­
pendent on the oxide thickness. This may explain why the 
two examined lots have the same charge loss characteristic, 
although they are of different absolute oxide thicknesses in 
the interpoly dielectric. A trap density of Nt=6.5X1015 cm - 3 

and a lattice relaxation energy e-R=0.36 eV result in excellent 
agreement with the measured field and temperature depen­
dence of the steady-state leakage current. A variation of e-R in 
the range from 0.2 to 0.6 eV has only little influence on the 
fit, which shows the robustness of the model. The estimated 
trap density results in 210 traps per EPROM cell in an en­
ergy interval of about 0.2 eV around the trap level, which is 
giving the largest current density. 

Previous charge loss models postulated a reduced energy 
barrier for the polycrystalline Si-Si02 interface to explain the 
measured temperature dependence, although photocurrent 
measurements proved that polycrystalline Si-SiOrAl and 
crystalline Si-SiOrAI MOS structures have identical inter­
face barrier heights. The present model, based on 
multiphonon-assisted tunneling, yields an activation energy 
of 1.2 eV, even using the measured barrier height of 3.1 eV. 
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APPENDIX 

Tue transmission probability Tres is determined by the 
component M 22 of the transfer matrix M (see e.g., Ref. 65), 

mc,r(E) k1(E) 1 
T res(E,x) = mc,I(E) kr(E) [M 22(E,x)J2' 

(Al) 

where M is composed as 

M(E,x) = M r(E)[M,(E,x)][M1(E)], 

with the product matrix 

Mi(E,x)=M1,r(E,x)[Mt,L(E,x)] 

(A2) 

containing the matching conditions at the trap potential walls 
at x ± r 1 , and the matrices M 1 and Mr describing the match­
ing at the gate-oxide and oxide-substrate interfaces, respec­
tively. Tue component M 22 can easily be evaluated from Eq. 
(A2), 

l r ( t m21 t ) +m22m22 m22+ -r- m12 • 
m22 

(A3) 

where the matrix elements follow from 

(A4) 

-?T[ik1r0 BiU;1)-Bi'(g1)]) 
- 1T[ ik1r 0 Ai( g1) - Ai' ( gz)] ' 

(AS) 

Tue index s is either l or r, and r0 =n® 0 /(qF). Tue argu­
ments of the Airy functions have the following explicit form: 

(A7) 

Ai(i: )=Ai(cp(E,x+r,)) 
~t,r+ neo ' 

( 
cp(E+ V ,x- r )) 

Ai(t: )=A· t t 
~r.z+ i ne . 

0 

Tue arguments of the functions Ai', Bi, and Bi' were labeled 
in the same way. Tue quantity cp(E,x) is given by Eq. (31) 
and Vr denotes the depth of the trap potential measured from 
the oxide conduction-band edge. For the trap levels and field 
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(A6) 

strengths considered here we have <l>r~n®0 and also 
1 <I> t - v,1~ne0 . Therefore, it follows for the arguments of 
the Airy functions at the resonance level 
E 1(x)=<I>1-qFx-<I>t that 

(AS) 

That allows to use the respective asymptotic forms75 at the 
gate-oxide interface and at the trap potential walls. Only at 
the oxide-substrate interface do the füll Airy functions have 
to be applied. For the matrix elements of M 1 we obtain 

(A9) 

(AlO) 

where S„ denotes the action S„=~lg„1312• The position and 
width of the resonance are determined by M 1 , the elements 
of which read 
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mir=.!._ e±(Si,r+ -s,,il[cos(Sr r-St z+) 
22 2 . ' 

x(\ gt.lgt.r \I/4-\gt.l+gt.r+\I/4)±sin(st.r-st.z+> 
gt,l+ gt,r+ gt,lgt,r 

X ( 1gt,lgt,r+11/4+1 gt,l + gt,r\ 1/4)]. (A12) 
. gt,l+ gt,r gt,lgt,r+ 

Tue actions S in Eqs. (All) and (A12) can be developed 
with respect to the small potential drop qFr1 across the trap 
radius 

with gt,in = (gt,l+ + g1,r)12. Accordingly, 

r1 (cp(E,x)) 112 r1 
S1,r+-Sr,1=-2-;:- ne =-2-;- ~gt,out• 

n o o 
(A14) 

with gt,out = ( g1,1 + gt,r+ )12. Developing the algebraic 
factors in Eqs. (All) and (A12) as well and neglecting the 
quadratic Stark effeCt gives 

(A15) 

(Al6) 

1
gt,lgt,r+11/

4
,,., ( gt,out ) 1/2 

gt,l+ gt,r - gt,in 
(Al7) 

Tue diagonal elements of M 1 become 

mi1=e+2~/;t,ou1(r,lro) cos2 a[( ~t,ou~) 1/2 +tan a] 
22 gt,m 

X[ (- {;t,in) 1/2 
+ ) 

1: _tan a , 
!>t,out 

(A18) 

with a = -J-g1,inr1 /r0 • The bound state ofthe square-well 
potential is reproduced by the resonance condition 

( 
gt,out ) 

112 
-- =tana 
-gt,in, ' 

(A19) 

and the symmetry relation mb( - F) = m~ 1 (F) ensures that 
the same level occurs if the polarity of the field is changed. 
Tue off-diagonal elements that determine the damping of the 
transmission probability turn into 

t {
2
1} + 2s 2 ( 1 rt ({;t,out+{;t,in) m12= e- 1 cos a --- -----

21 2 2{;t,out r o gt,in 

(A20) 

which holds in the vicinity of the resonance energy. Inserting 
Eqs. (A4), (A9), and (AIO) into Eq. (A3) we obtain 

IM 1
2_ '1T 2S [ t2 ( -2 ·+2) t2 ( -2 ·+2) 2 t t ( - - ·+ ·+)] '1T -2S [ t2 ( +2+ ·-2) + t2 ( +2+ ·-2) 22 -4 e 1 m11 r Ai + J Ai + m21 rBi + 1Bi - mllm21 r AirBi+ J AVBi + 16 e 1 m22 rBi 1Bi m12 r Ai J Ai 

(A21) 

with the abbreviations 

(A22) 

(A23) 

and the corresponding definitions for rfü and j ~i . For not too small field strengths, i.e„ as long as S 1~ Sr can still be assumed, 
various terms in Eq. (A22) are negligible. Tue remaining are 

+ - t t '1T 2S - - ·+ ·+ t t 
-r Air Ai)m11m12- 2 e I(r AirBi+ J AJBi)m11m21. (A24) 

Tue last but one term accounts for the shift of the resonance level, if the trap is located very close to the gate-oxide interface. 
Tue last terrn describes the respective shift for a trap situated very close to the oxide-substrate interface. Thes~ shifts are due 
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to the delocalization of the wave function as one potential barrier becomes very thin. At the same time, the damping term for 
those traps strongly increases [~econd line in Eq. (A24)], which reduces the total transmission probability. Therefore, we skip 
the last two terms of Eq. (A24). . 

In order to obtain a Lorentzian for Tres we Iinearize mL in the energy and evaluate mb and m& 1 at the resonance level. 
That gives 

t 1 ? ~{ / · Vt [ ( <l>t ) 
112 rt] m11CE)-+? e--v~r"wo r, ro> 1 + -- - [Et(x)-E], 

- <l>1(Vt-<l>t) neo ro 
(A25) 

1 { 1

1

} + 2s[E()J(n8 0 rr(V1-.2<I>r)_) m12-+ e- ' ,x --- +2. 
21 4 <l> 1 r 0 V1 

(A26) 

Inserting Eqs. (A25) and (A26) into Eq. (A24), IIJM 22J2 takes Lorentzian form and can be transformed into a delta function, 
since the resonance is extremely sharp (see Fig. 15), 

1 1 7T 
JM22J 2 = A[Ei(x)- E]2+ B-+ JAfi blßr(x)-E]. (A27) 

The prefactor follows frorn cornparison with Eq. (A24) and inserting Eqs. (A22) and (A23), 

( 
7T) 2 y2 ( k2 rz) z[ ( <I> ) 112 r ] 2[ 1 ( Ai' 2( g ) ) AB= - e-4lP,7~(r,lro) . t .· 1+~ 1+ __ t __!. -e4(Sz-S,) Ai2(g)+ r 
16 <I>;(V1-<I>1)

2Jg1J Jg1J li® 0 r0 4 · r k;r~ 

( 
.2 Bi'

2
(gr)) (fi®o rt CV1-2cf>1) )

2 
4s ( .2 Ai'

2
(gr))

2(h®o rr CV1-2cf>1) )
2
] 

X Bi (gr)+ k2 2 T- V +2 +e 1 Ai (gr)+ k2 2 ~ - V · 2 . (A28) 
rro · t ro t . rro '*'t ro t 

We now turn the square-well potential into a delta potential V(x) = - ~2f1hmc,oCV1 -cf> 1)8(x - x,). In this limit the 
transition rate does not depend on the potential parameters and can be directly compared to the capture/emission process, 
where a 3D delta potential was used. With V1-+oo and rt-+O in Eq. (A28) the transmission probability for resonant tunneling 
takes the form 

Tres(E,x)= ( li® )( n® ) ( li® )2]1 • li" T-2 Ai2+ __ o Ai'2 Bi2+ __ o Bi'2 + T-24 4s, Ai2+ __ o Ai'2 
V<;/ l r E r r E r r e r E r 

r r r 

(A29) 

where Air=Ai(gr), etc., E1=E,(x)-E„,1 and Er=E,(x) 
- Ec,r. Furthermore, we have introduced the WKB prob­
abilities T1 and Tr [Eqs. (29) and (30)] for tunneling into and 
out of the trap weil, respectively. If the field strength is such 
that gr~ 1 holds, we can apply the WKB approximation also 
at the oxide-substrate interface, 

. 1 1 ( mc,o [-qF(d-x)+<I>1]) -zs 
--+-~ 1+- e r 

47r Vgr mc,r Er , 

(A30) 

li® 
B·2+ __ o B.,z 

Ir E lr 
r • 

1 1 ( mc,o [-qF(d-x)+cf>,]) zs 
--+-- 1+-- e r. 

7T {[;. mc,r Er 
(A31) 

Inserting into Eq. (A29) we obtain the final form of Tres, 
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