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We investigate the high-energy charge dynamics of electrons and holes in the multiplication

process of single photon avalanche diodes. The technologically important multiplication layer

materials InP and In0.52Al0.48As, used in near infrared photon detectors, are analyzed and

compared with GaAs. We use the full-band Monte Carlo technique to solve the Boltzmann

transport equation which improves the state-of-the-art treatment of high-field carrier transport in

the multiplication process. As a result of the computationally efficient treatment of the scattering

rates and the parallel central processing unit power of modern computer clusters, the full-band

Monte Carlo calculation of the breakdown characteristics has become feasible. The breakdown

probability features a steeper rise versus the reverse bias for smaller multiplication layer widths for

InP, In0.52Al0.48As, and GaAs. Both the time to avalanche breakdown and jitter decrease with

shrinking size of the multiplication region for the three examined III–V semiconductors. VC 2012
American Institute of Physics. [http://dx.doi.org/10.1063/1.4717729]

I. INTRODUCTION

A. Single photon avalanche diodes

The ability to detect single or few photons enables a

variety of innovative applications in the fields of biology,

medicine, and physics. For example, the detection of single

photons has become an important characteristic for semicon-

ductor circuit diagnostics, security cameras, radiation detec-

tion, free space optical communication, or fundamental

studies of quantum physics. Fluorescence lifetime imaging is

used, for instance, for the research on cell metabolism or the

detection of symptoms of diseases. The measurement of the

photon arrival time allows the reconstruction of the depth in-

formation in three-dimensional laser detection and ranging

imaging. One of the most exciting applications for single

photon detectors is quantum communication where a single

photon carries the information of a bit. Quantum computing

and quantum cryptography exploit the quantum mechanical

property of entanglement and involve the counting of single

photons. The need to transmit single photons over long

distances with optical fibers determines the usage of tele-

communication wavelengths in the second or third low-

absorption window in the near infrared (NIR) spectral range.

Single photon avalanche diodes (SPADs) are reverse

biased diodes operated above the breakdown voltage Vb in

the Geiger-mode. In principle, a SPAD consists of an

absorber region and a multiplication region. The absorber

layer is made of a semiconductor material having an appro-

priate band gap to absorb the desired photon energy by lift-

ing an electron from the valence band into the conduction

band. For a sufficiently high band gap, the multiplication

layer and the absorption region consist of the same semicon-

ductor because the tunneling rate is acceptable. This is the

case for Si SPADs which operate at visible wavelengths.1

For NIR photon detection, a structure with separated regions

of absorption and multiplication is utilized. The absorber is

made of a low band gap semiconductor whereas the multipli-

cation layer consists of a semiconductor material with a

wider band gap to limit tunneling to an acceptable level. In

NIR SPADs, the photon absorber layer is made of

In0.53Ga0.47As, and the multiplication layer consists of InP2

or In0.52Al0.48As3 (InAlAs). The utilized material system is

lattice-matched. To gain better control over the internal elec-

tric field profile, a field control layer separates the absorber

and the multiplier (SACM: separate absorption charge and

multiplication). Otherwise, a high electric field in the low

gap absorption layer leads to tunneling of valence band elec-

trons into the conduction band, and therefore dark counts are

initiated. Figure 1 shows the schematic energy band diagram

of a NIR SPAD with a SACM structure. A single photon

excites an electron-hole pair in the absorption layer. A low

electric field separates the pair, and the photogenerated hole

drifts into the multiplication layer. The high electric field

accelerates the hole to energies where it is able to impact-

ionize new electron-hole pairs. The positive feedback loop

of impact ionizations launches a self-sustaining charge ava-

lanche. The regulation of the applied bias below the break-

down voltage with an active or passive quenching circuit

stops the avalanche. After a hold-off time, the SPAD is bi-

ased above the breakdown voltage into its active state.

The first studies on the behavior of avalanche multipli-

cation in reverse biased pn junctions above the breakdown

voltage reach back to the Shockley laboratory in the 1960s.1

Since then, remarkable progress has been achieved fora)Electronic mail: dolgos@iis.ee.ethz.ch.
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SPADs concerning their important performance parameters:

photon detection efficiency (PDE), dark count rate, jitter,

and afterpulsing.2 The PDE is the product of the quantum

efficiency gq, the probability that the photoexcited carrier

survives into the multiplier Pc, and the breakdown probabil-

ity Pb that the carrier activates a self-sustaining avalanche2:

PDE ¼ gqPcPb: (1)

The PDE depends on the electric field mainly by means of

the breakdown probability. The breakdown probability

increases with the electric field. Therefore, a higher electric

field enhances the photon detection efficiency. On the other

hand, band-to-band or trap-assisted tunneling in the multipli-

cation layer initiate dark counts and degrade the performance

of SPAD devices for higher electric fields. Hence, to obtain a

higher photon detection efficiency for a given increase of the

electric field and the tunneling rate, a steep rise of the break-

down probability with the applied bias is favorable. Contra-

dictory predictions of the dependence of the breakdown

probability on the multiplicator width have been reported in

literature. Wang et al.4 and Ramirez et al.5 predict a rising

breakdown probability for thicker multiplication regions

using a history-dependent analytical impact ionization model

and the recursive dead-space multiplication theory, respec-

tively. On the other hand, Ng et al.,6 Hayat et al.,7 and Tan

et al.8 predict the opposite behavior applying the hard dead-

space impact ionization model within McIntyre’s extended

theory, the recurrence equations by McIntyre, and the sto-

chastic random path length model, respectively. The models

of Refs. 4–8 rely on simplified impact ionization and charge

transport modeling without taking scattering and the disper-

sion of charge carriers on a microscopic level into account.

The SPAD’s timing jitter arises from various sources.

The location of the photon absorption varies; it causes differ-

ent transit times of the particles into the multiplication layer.

Trapped carriers at possible heterojunctions are randomly

released. The avalanche build-up time tb fluctuates due to the

randomness of the impact ionization process, the expansion

of the initially point-like avalanche to the entire high-field

region, and local nonuniformities of the excess bias. The

avalanche build-up time is the main contribution to the tim-

ing jitter2

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ht2

bi � htbi2
q

: (2)

B. High-energy charge dynamics

At present, the full-band Monte Carlo (FBMC) solution

of the Boltzmann transport equation is the most accurate

device simulation method for semiclassical charge trans-

port.9,10 The FBMC approach serves as the benchmark for

approximate methods. Application of the FBMC technique

with the most comprehensive band structure description and

appropriate scattering models improves the state-of-the-art

treatment of high-energy charge transport in the multi-

plication process of single photon avalanche diodes. On the

deca-nanometer length scale, nonequilibrium effects like the

velocity overshoot, dead-space, and nonlocal impact ioniza-

tion become important. They are naturally covered by the

Monte Carlo technique. The FBMC simulations involve a

high computational burden. However, combining the parallel

central processing unit (CPU) power of modern standard

computer clusters with computationally efficient

approaches,9 FBMC simulations have become feasible. The

gain of sufficient data to render statistics has become practica-

ble for the evaluation of breakdown probabilities and the

standard deviations of variables of interest. This article’s

focus is on the high-energy charge transport in the multiplica-

tion process of SPADs with multiplicator layers made of InP,

InAlAs, and GaAs. The effect of tunneling is not considered.

II. FULL-BAND MONTE CARLO MODEL

Concerning the details of our full-band Monte Carlo

simulator CarloS and the approximations of the scattering

model, we refer to Ref. 11 and the references therein. This

paragraph gives a brief overview of the underlying transport

model. We use a three-dimensional equidistant tensor grid to

mesh the irreducible wedge of the first Brillouin zone and a

one-dimensional tensor grid for the real-space discretization.

The length of a cubic box is l ¼ 0:01� 2p=a with the lattice

constant a. This leads to a total number of 87 125 cubes dis-

cretizing the irreducible wedge. The one-dimensional tensor

grid for the real-space discretization has a spacing of 1 nm.

We compute the full-band structures by means of the empiri-

cal pseudopotential method using parameters from Ref. 12.

Figure 2 shows the dispersion relations along special paths

through the Brillouin zone. The charged particles propagate

according to Newton’s law13 with a simple time-step propa-

gation scheme.14 A drift-diffusion model15 is used to pre-

compute the electric field profile. The full-band computation

of the breakdown characteristics of SPADs causes a huge

computational effort. Approximations of the scattering rates

have to be made that render the FBMC computation feasible

while the main physical features have to be kept. The main

contribution to the variation of carrier-phonon scattering

rates with the particle energy is a result of the available

density of final states. The transition matrix elements are

Ec

Ev

-

+

- -
- -

+
+

+
+

+

n i n i p

FIG. 1. Schematic energy band diagram of a SACM-structured SPAD with

a hole multiplication material like InP. This article concentrates on the

charge multiplication process in the gain material.

104508-2 Dolgos et al. J. Appl. Phys. 111, 104508 (2012)

Downloaded 24 May 2012 to 129.132.4.37. Redistribution subject to AIP license or copyright; see http://jap.aip.org/about/rights_and_permissions



approximately constant within the valleys of the reciprocal

space.16–20 Therefore, a computationally very efficient for-

mulation of the carrier-phonon scattering rates is possible.9

We utilize the method by Gilat and Raubenheimer21 to inte-

grate d-functions which emerge in Fermi’s golden rule.

Figure 3 presents the total carrier-phonon and the impact ion-

ization scattering rates.
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FIG. 2. Band structure of (a) InP and (b) InAlAs. Concerning the band

structure of GaAs, we refer to Ref. 11.
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FIG. 3. Full-band carrier-phonon and impact ionization scattering rates of (a, b) InP and (c, d) InAlAs. The full-band scattering rates of GaAs have been

published in Ref. 11.

TABLE I. Scattering rate prefactors K for the different scattering mecha-

nisms. The quantities are the Boltzmann constant kB, lattice temperature T,

acoustic phonon deformation potential N� , reduced Planck constant �h, longi-

tudinal sound velocity ul, mass density of the semiconductor material q,

optical and intervalley phonon deformation potential D� and D��0 , optical

and intervalley phonon occupation number nop and n��0 , optical and interval-

ley phonon angular frequency xop and x��0 , elementary charge e, polar

coupling constant in Fröhlich expression F, impact ionization matrix ele-

ment Mii, crystal volume V, and number of unit cells N.

Scattering mechanism K

Elastic acoustic phonon scattering pkBTN2
�

�hu2
l q

Nonpolar optical phonon scattering pD2
�

2qxop

nop þ
1

2
� 1

2

� �

Intervalley phonon scattering pD2
��0

2qx��0
n��0 þ

1

2
� 1

2

� �

Polar optical phonon scattering 2p
�h

e2F2 nop þ
1

2
� 1

2

� �

Impact ionization 2p
�h
jMiij2

V3

N
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Three forms of scattering mechanisms appear that differ in

their proportionality functions: (i) elastic acoustic phonon scat-

tering, nonpolar optical phonon scattering, intervalley phonon

scattering, alloy scattering; (ii) polar optical phonon scattering;

and (iii) impact ionization scattering. Table I summarizes the

coupling strenghts for the different scattering mechanisms.

Scattering rates of the first form are given by

Wm
��0 ðEÞ ¼ Km

��0D�0 ðE 6 EtransÞ (3)

with the particle energy E before and E0 ¼ E 6 Etrans after

scattering, the transition energy Etrans of the carrier-phonon

interaction process, the prefactor Km
��0 of the scattering mech-

anism type m, and the initial valley � and the final valley �0.
The scattering rate is proportional to the final DOS (Ref. 22)

including spin degeneracy

D�0 ðEÞ ¼
1

4p3

ð
V�
0
dðE� E�0 ðk0ÞÞd3k0

¼ 1

4p3

ð
E�0 ðkÞ¼EðkÞ

dA

jrkE�0 ðkÞj
: (4)

Figures 4 and 5 present the numerically evaluated full-band

valley DOS for InP and InAlAs. The valley DOS of GaAs
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FIG. 4. Valley DOS of InP for (a–d) conduction bands 1–4 and the total contribution of the (e) conduction bands and the (f) valence bands.
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has been published in Ref. 11. The first four conduction band

valleys are C6, L6, and X6 for the first conduction band, and X7

for the second conduction band. All other conduction band

valleys are defined as cnm with the conduction band number n
and the valley number m within n. The valleys are ordered

with rising valley minimum energy within a band.

The polar optical phonon scattering rate is of the second

form

Wpop
�0 ðEÞ ¼ KpopDq�2;�0 ðEÞ (5)

with its prefactor Kpop. The rate is proportional to the

direction-weighted DOS including spin degeneracy

Dq�2;�0 ðkÞ ¼
1

4p3

ð
1

jqj2
dðE�0 ðk0Þ � EðkÞ � �hxopÞd3k0

¼ 1

4p3

ð
E�0 ðk0Þ¼EðkÞ6�hxop

dAðEðkÞ6 �hxopÞ
jqj2jrk0 ðEðkÞ6 �hxopÞj

(6)

with the phonon wave vector q ¼ k� k0. The anisotropic

polar optical phonon scattering rate is averaged according to23

WðEÞ ¼ 1

DðEÞ
X

k

WðkÞdðEðkÞ � EÞ (7)
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FIG. 5. Valley DOS of InAlAs for (a–d) conduction bands 1–4 and the total contribution of the (e) conduction bands and the (f) valence bands.
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with the initial density of states DðEÞ.
The impact ionization scattering rate defines the third form

WiiðEÞ ¼ KiiDiiðEÞ (8)

with its prefactor Kii. The impact ionization scattering rate is

proportional to the density of states overlap integral Dii. For

impacting electrons, it is given by

DiiðEcÞ ¼
X
v0c0c00
c00�c0

ðÊc0

0

dEc0

ðÊv0

0

dEv0Dv0 ðEv0 ÞDc0 ðEc0 Þ

� Dc00 ðEc � Ec0 � Ev0 � EgÞ: (9)

The integration boundaries are Êc0 ¼ Ec � Eg and

Êv0 ¼ Ec � Ec0 � Eg. Furthermore, Eg is the band gap

energy. Swapping the indices for the conduction band c and

valence band v leads to the expression for a primary impact-

ing hole.

III. CALIBRATION OF COUPLING STRENGTHS

As a result of the empirical deformation potential ansatz

and the impact ionization ansatz, the carrier-phonon coupling

strengths have to be calibrated to fit to experimental

data.18,23 Fitting the FBMC curves of the drift velocity ver-

sus the electric field against experimental data determines

TABLE II. Fit parameters for InP, InAlAs, and GaAs. The three values of the acoustic phonon deformation potential of electrons in InAlAs correspond to the

C6-, L6-, and X6-valley, respectively (compare with Mateos et al.26).

Particle Material N< (eV) N (eV)
D<

eV

nm

� �
D

eV

nm

� �
Kalloy (eV)

Kii nm9eV

ps

� �
EC6

th (eV)

Electrons InP 7.0 5.0 0.0 20 … 0.012 0.4

InAlAs … 5.9/7.2/9.0 … 30 0.47 2� 10�2 0.0

GaAs 7.0 5.0 0.0 19 … 0.03 0.4

Holes InP … 5.0 … 25 … 1.0 0.0

InAlAs … 4.3 … 43 0.38 1.0 0.0

GaAs … 5.0 … 50 … 1.0 0.0
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FIG. 6. Calibration results for the velocity vs. electric field for electrons and holes in (a, b) InP and (c, d) InAlAs. The calibration results of GaAs have been

published in Ref. 11.
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the carrier-phonon coupling strengths. Calibrating the

FBMC impact ionization coefficients a and b for electrons

and holes versus the inverse electric field against experimen-

tal data designates the impact ionization parameters. Differ-

ences in the calibration results among the FBMC modeling

groups have to be expected because the dependency of some

fitting parameters on the experimental data is weak.24 In

addition, the underlying dispersion relations of the FBMC

simulators used in literature vary especially for higher carrier

energies.

Table II outlines the calibrated parameters for InP,

InAlAs, and GaAs. The acoustic phonon deformation poten-

tial for electrons reads

N� ¼ N< if E < EC6

th and � ¼ C6;
N else;

�
(10)

and the nonpolar optical phonon deformation potential for

electrons is given by

D� ¼ D< if E < EC6

th and � ¼ C6;
D else:

�
(11)

Here, N< and D< label the electron-phonon deformation

potentials for electron energies below the energy threshold

EC6

th for the analytical treatment in the C6-valley (compare

with Fischetti and Laux23). Concerning the details of the

nonparabolic treatment of the band structure for low-energy

electrons in the C6-valley, the authors refer to Jacoboni and

Reggiani.25 The holes in InP, InAlAs, and GaAs simply pos-

sess one value of the deformation potential in each case for

the heavy hole, light hole, and split-off band.

Figures 6, 7, and 8 summarize the calibration results and

compare them with experiments and other FBMC simula-

tions from literature: Armiento83,27 Brennan84,28 Cook82,29

Dunn97,30 Fischetti91,24 Kim92,31 Majerfeld74,32 Tagu-

chi86,33 Watanabe90,34 Windhorn83,35 and You00.36 The

electron and hole saturation velocities vsat of InAlAs are

taken from Zhou et al.37 and Palankovski and Quay.38 The

bars of length 2r indicate the 68% confidence interval.

IV. SIMULATION RESULTS AND DISCUSSION

In this article, we concentrate on the simulation of the

high-energy charge transport of the multiplication process in

the SPAD’s multiplication layer. Therefore, according to

Tan et al.,8 PIN diode structures are investigated with differ-

ent intrinsic region widths w between 55 nm and 500 nm

operated in the Geiger-mode. In order to compare the SPAD

simulations with literature, the temperature is set to T ¼ 300 K.

We investigate the multiplication layer materials InP and

InAlAs which are utilized in real-world SPAD devices and
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FIG. 7. Calibration results for the energy vs. electric field for electrons and holes in (a, b) InP and (c, d) InAlAs.
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compare them with GaAs. This work examines the break-

down probability, which is the main contribution to the PDE,

and the time to avalanche breakdown. In addition, the stand-

ard deviation of the time to avalanche breakdown is calcu-

lated which is the main contribution to the timing jitter. The

simulation procedure consists of a single electron injection

for InAlAs and GaAs and a single hole injection for InP with

an energy of 10 meV at the time t ¼ 0 ps into the PIN diode.

Compared to Ref. 11, we chose a slightly different boundary

condition of the carrier’s injection position. In this work, the

injected carriers start their propagation in a region of higher

electric field strengths farther inside the simulation domain.

The injected carriers that start in a region of lower electric

field leave the simulation domain more frequently due to

backscattering than carriers injected into a region of higher

electric fields. Therefore, the breakdown probability satu-

rates more quickly toward unity. By definition, breakdown

occurs when the total number of charge carriers within the

simulation domain, generated by impact ionization, exceeds

30. The simulation stops in the case when a breakdown has

not taken place within 500 ps. To gain sufficient statistics,

we have rerun the numerical experiments 2500 times per

reverse bias point. A breakdown criterion that leads to an

early stop of the FBMC simulation of the avalanche build-up

makes the computation of SPAD statistics feasible on stand-

ard computer clusters. Small currents, estimated with

Ramo’s theorem,39 and hence few carriers in the simulation

domain, possess high fluctuations. A breakdown criterion

with higher currents is computationally too expensive to

render FBMC simulations.

Figure 9 presents the breakdown probability versus the

reverse bias Vr and excess bias Vex ¼ Vr � Vb for the differ-

ent gain materials and multiplication layer widths. The defi-

nition of the breakdown voltage Vb is PbðVbÞ ¼ 10�3. Three

regions characterize the dependency of the breakdown prob-

ability on reverse bias (compare with Ref. 11). For InP,

InAlAs, and GaAs, Pb increases slightly after the breakdown

voltage. For higher Vr, the breakdown probability depends

linearly on the reverse bias. Then, Pb saturates toward unity.

Tosi et al.40 and Campbell and Hu41 experimentally confirm

the linear rise after the breakdown voltage for an InGaAs/

InP SPAD. The smaller the multiplication region, the steeper

the rise of Pb with a higher reverse bias for all three

examined gain materials. GaAs exhibits the steepest slope.

GaAs is followed by InP and InAlAs for the devices having

w ¼ 55 nm and w ¼ 250 nm. For the SPAD with the multi-

plication region width of w ¼ 500 nm, GaAs is followed by

InAlAs and InP. A steep rise of Pb versus Vr is advantageous

because the photon detection efficiency is higher for the

same applied excess bias. However, the electric field rises
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in thinner structures leading to an increased tunneling proba-

bility and dark counts. The region of saturation is larger for

increasing multiplicator widths. Compared to the simpler

models of Refs. 4–8, the FBMC simulations predict a less

steep rise of the breakdown probability with the reverse bias.

The decrease of the multiplication layer width, while

keeping the applied bias constant, results in two factors that

affect the charge avalanche positively and negatively. On the

one hand, the smaller w, the higher the electric field strength

in the multiplication region. This fact leads to two conse-

quences that enforce the avalanche. First, a higher electric

field entails higher values of the impact ionization coeffi-

cients a and b. Thus, impact ionization takes place more of-

ten. Second, the ratio of the impact ionization coefficients k
tends to unity (compare with Fig. 8) for higher electric fields.

The ratio k � 1 leads to a more prominent positive feedback

of the impact ionization process.42 On the other hand, two

negative implications for the charge avalanche result for

shrinking multiplication layer widths. First, the smaller w,

the shorter the available gain material length. Second, the

relative contribution of the dead-space d to the multiplicator

width rises for smaller w. Therefore, a higher d/w ratio cor-

responds to a further reduction of the effective multiplication

region thickness. Finally, the balance between the positive

feedback of the charge avalanche and the reduction of the

effective length of the gain material governs the behavior of

the breakdown probability steepness for changing multiplica-

tion widths.6,8,11 The numerical computation of the high-

energy charge dynamics of the charge multiplication process

with the FBMC technique reveals the dominance of the posi-

tive feedback over the reduction of the effective gain mate-

rial width for the three investigated materials.

Figure 10 illustrates the mean time to avalanche break-

down htbi and its jitter r versus the excess bias. For an

increasing excess bias, the mean time to avalanche break-

down and its jitter decrease exponentially. This finding

agrees with experimental data available for InGaAs/InP

SPADs.3 Two regions characterize the dependency of the

mean time to avalanche breakdown and its jitter on excess

bias. For InP, InAlAs, and GaAs, htbi and r decline steeply

after Pb. Then, for higher excess biases the quantities feature

a less steep decrease. The shorter the multiplication layer
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width, the smaller the time till the avalanche breakdown and

the smaller its jitter. Additionally, htbi and r descend sharper

for smaller w. Concerning the time to breakdown and its jit-

ter, GaAs exhibits the best characteristics followed by InP

and InAlAs. For example, increasing the excess bias from

0.5 V to 5 V at the GaAs SPAD with w ¼ 55 nm leads to a

reduction of htbi and r of about one order of magnitude.

Figure 11 depicts the number of impact ionization

events versus the ionization path length of electrons and

holes in the SPAD made of InP with w ¼ 55 nm. The nor-

malized curves result in the probability density functions of

the ionization path lengths. For increasing electric fields, the

total number of the impact ionization events rises and the

distribution narrows. The mean values of the impact ioniza-

tion path length and the dead-spaces become shorter for

higher applied voltages.

V. CONCLUSION

In summary, we have simulated the charge multiplication

process in InP, InAlAs, and GaAs SPADs by means of the

currently most accurate device simulation method for high-

energy carrier transport. This improves the state-of-the-art

treatment of high-field carrier dynamics in single photon ava-

lanche diodes. Attention has been paid to achieve computa-

tionally efficient scattering expressions. All scattering rates in

a given material have been calculated based on the same band

structure, thus keeping band structure consistency. As a result

of the computationally efficient treatment of the scattering

rates and the parallel CPU power of modern computer clus-

ters, the FBMC simulation of SPAD breakdown characteris-

tics has become feasible. Highly nonequilibrium effects like

the dead-space, nonlocal impact ionization, and velocity over-

shoot are incorporated with the full-band Monte Carlo tech-

nique. We have analyzed the behavior of the breakdown

probability, time to avalanche breakdown, and its jitter for dif-

ferent multiplication region widths ranging from 55 nm to

500 nm. For the examined gain materials InP, InAlAs, and

GaAs, the breakdown probability exhibits a steeper rise with

the reverse bias for decreasing multiplicator sizes. Addition-

ally, the mean time to avalanche breakdown and its jitter

diminish for shorter multiplication widths. Concerning the

photon detection efficiency, photon detection speed, and noise

owing to the stochastic avalanche build-up, full-band Monte

Carlo simulations suggest the usage of smaller multiplication

region widths for a given excess bias. Our FBMC simulations

exhibit that the positive avalanche feedback dominates over

the reduction of the effective gain material width for decreas-

ing multiplicator layer sizes. GaAs exhibits the best break-

down characteristics followed by InP and InAlAs.
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